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Abstract

Hermite’s theorem states that there are only finitely many number fields with bounded discriminant.
In this work, we investigate an analog of Hermite’s theorem for function fields: there are only finitely
many separable function fields with bounded degree and discriminant. We prove this in the case that
the function fields are unramified at ∞. Although Hermite’s theorem for function fields is known
through other methods, we used an adaptation of a classical technique from the theory of number
fields, namely that of “geometry of numbers”. We expect that the generalization we construct here
can, with a few modifications, serve to extend any “geometry of numbers” argument to function fields.
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1 Preliminaries

We assume the reader is familiar with basic defintions and properties of algebraic number theory, as
well as basic point-set topology and measure theory. Recommended references for algebraic number
theory include [Neu99] and [Lan86]; for topology, [Mun00]; and for measure theory, [Fol99].

1.1 Geometry of numbers

Definition. A lattice in Rn is a subgroup L of Rn of the form

L = {a1v1 + · · ·+ anvn | ai ∈ Z}

where {v1, . . . , vn} is a basis for Rn. The fundamental domain of L is

DL = {a1v1 + · · ·+ anvn | ai ∈ [0, 1)}

and the volume of L is
vol(L) = m(DL)

where m is the Lebesgue measure.

Minkowski’s Theorem. Let L ⊂ Rn be a lattice, and let K ⊆ Rn be convex and centrally symmetric.
If m(K) > 2n vol(L), then K ∩ L ) {0}.

This theorem has surprising applications to algebraic number theory. The most well-known is

Minkowski’s Bound. Let K be a number field of degree n with discriminant dK . Let r2 be the number
of conjugate pairs of complex embeddings of K. Then any class in ClK , the ideal class group of K,
has a representative I which is an integral ideal of OK and which has

N(I) = |OK/I| ≤
√
|dK |

(
4

π

)r2 n!

nn
.

However, the one being generalized in this work is

Hermite’s Theorem. For any N ∈ N, there are only finitely many number fields K with |dK | < N .

See [Neu99] and [Lan86] for proofs.

1.2 Measure theory

We assume the reader is familiar with the notions of and basic results concerning σ-algebras and
measures. A good reference for this topic is [Fol99]. We introduce some definitions and results the
reader may not be familiar with.

Definition. Given two measure spaces (X,M, µ) and (Y,N, ν), the product σ-algebra M⊗N on X×Y
is the σ-algebra generated by {A×B | A ∈M, B ∈ N}. When µ and ν are σ-finite (which all measure
spaces appearing in this work are), the product measure µ× ν is the unique measure on M⊗N such
that (µ× ν)(A×B) = µ(A)ν(B) for all A ∈M, B ∈ N.
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Definition. Given a locally compact Hausdorff topological space X, a Radon measure on X is a Borel
measure µ on X with the property that µ(K) <∞ for every compact K ⊆ X, that

µ(E) = sup{µ(K) | compact K ⊆ A}

for all open E ⊆ X, and that
µ(E) = inf{µ(U) | open U ⊇ E}

for all Borel E ⊆ X.

Definition. Let G be a locally compact topological group. A left Haar measure on G is a non-zero
Radon measure µ on G with the property that µ(xE) = µ(E) for every Borel set E ⊆ G and x ∈ G.

It is a fundamental result of harmonic analysis that on any locally compact group there exists a left
Haar measure, which is unique up to a multiplicative constant. Precisely,

Proposition 1 ([Fol95], Theorems 2.10 and 2.20). There exists a left Haar measure on any locally
compact group G. If λ and µ are any two left Haar measures on G, then there exists some c > 0 such
that λ = cµ.
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2 Results

Throughout, let Fq be a fixed finite field of cardinality q, let k = Fq(T ), and let A = Fq[T ] ⊂ k.

Let ∞ be the infinite place of k.

The completion of k with respect to | · |∞ is k∞ = Fq(( 1
T )).

The ring of integers of k∞ is O∞ = Fq[[ 1T ]] ⊂ k∞.

The unique maximal ideal of O∞ is m∞ = ( 1
T ) ⊂ O∞.

The residue field of k∞ is κ∞ = O∞/m∞ ∼= Fq.

2.1 Minkowski’s theorem for function fields

The field k∞, being the completion of k with respect to | · |∞, is of course complete, and has finite
residue field κ∞. By ([Ser79], Ch. II, Prop. 1), this implies that k∞ is locally compact. By Proposition
1, this implies that there is a left Haar measure on k∞ which is unique up to a multiplicative constant.

The set m∞ is closed in the topology induced by | · |∞, so it is a Borel set, and therefore measureable
under a Haar measure.

Let ν be the unique Haar measure on k∞ such that ν(m∞) = 1.

Let µ be the product measure νn on V = kn∞. The group V is locally compact and µ is a Haar measure,
so µ is the unique Haar measure on V such that

µ(mn
∞) = ν(m∞)n = 1n = 1.

Definition. An A-lattice in V is a sub-A-module L of V of the form

L = {a1v1 + · · ·+ anvn ∈ V | ai ∈ A}

where {v1, . . . , vn} is a k∞-basis for V .

Any a ∈ k∞ can be uniquely expressed in the form f + g, where f ∈ A and g ∈ m∞. Therefore, if
L ⊂ V is the A-lattice in V spanned by {v1, . . . , vn}, any v ∈ V can be uniquely expressed as

v =
n∑
j=1

fjvj +
n∑
j=1

gjvj

where fj ∈ A, gj ∈ m∞. In other words, we have that V = L⊕DL, where

DL =
n⊕
j=1

m∞vj = {a1v1 + · · ·+ anvn | ai ∈ m∞} ⊂ V.

Thus DL is a fundamental domain for L. Define vol(L) by

vol(L) = µ(DL).

Let E ⊂ V be the A-lattice spanned by the standard basis {e1, . . . , en} of V , and define aij by
vi =

∑n
j=1 aijej . Then DL = ML(DE), where ML = (aij) ∈ GL(V ).

Lemma 1. For any b ∈ k×∞, ν(b ·m∞) = |b|∞.
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Proof. For any n ∈ Z, we have that mn
∞ is the disjoint union of the q cosets of mn+1

∞ ,

mn
∞ =

⋃
a∈Fq

a
(
1
T

)n
+ mn+1

∞ ,

which implies that

ν(mn
∞) =

∑
a∈Fq

ν
(
a
(
1
T

)n
+ mn+1

∞
)

= qν(mn+1
∞ )

because ν, being a Haar measure, is translation invariant. Because ν(m∞) = 1 we have that

ν(mn+1
∞ ) = q−nν(m∞) = q−n.

Any b ∈ k×∞ can be written as u( 1
T )n for some n ∈ Z and u ∈ O×∞, and by definition |b|∞ = q−n.

Because b ·m∞ = mn+1, we have that

ν(b ·m∞) = ν(mn+1
∞ ) = q−n = |b|∞.

Proposition 2. Let L ⊂ V be the A-lattice spanned by {v1, . . . , vn}, where vi =
∑n

j=1 aijej. Then

vol(L) = | det(aij)|∞.

Proof. We will prove that for any M ∈ GL(V ) and measurable S ⊆ V ,

µ(M(S)) = | det(M)|∞µ(S).

The result will then follow because DL = ML(DE) and µ(DE) = 1. It suffices to prove this is true for
elementary matrices, because they generate GL(V ) and the determinant is multiplicative.

Row-multiplying transformations.

Given any b ∈ k×∞ and 1 ≤ h ≤ n, let M = (aij) ∈ GL(V ) where ahh = b, aii = 1 for i 6= h, and aij = 0
otherwise. Applying this matrix to a vector multiplies the hth coordinate by b and preserves the other
coordinates. Note that |det(M)|∞ = |b|∞.

Define the Borel measure µM on V by µM (S) = µ(M(S)) (because M−1 is linear, and therefore
continuous, we know that M(S) is Borel whenever S is). It is easy to see that µM is a Haar measure
on V because µ is. Therefore, by Proposition 1, µM = cµ for some c ∈ R. We can find c by looking at
DE:

µM (DE) = µ(M(DE)) = µ (m∞e1 ⊕ · · · ⊕ b ·m∞eh ⊕ · · · ⊕m∞en)

= ν(m∞) · · · ν(bm∞) · · · ν(m∞) = 1 · · · |b|∞ · · · 1 = |b|∞ = |b|∞µ(DE),

so that c = |b|∞ = |det(M)|∞. Thus µM = |det(M)|∞µ.

Row-switching transformations.

Given any distinct 1 ≤ g, h ≤ n, let M = (aij) ∈ GL(V ) where agh = 1, ahg = 1, aii = 1 for i 6= g, h,
and aij = 0 otherwise. Applying this matrix to a vector interchanges the gth and hth coordinates and
preserves the other coordinates. Note that | det(M)|∞ = |1|∞ = 1.

Define the measure µM on V by µM (S) = µ(M(S)). Because µM is a Haar measure on V , µM = cµ
for some c ∈ R. We have that

µM (DE) = µ(M(DE)) = µ (m∞e1 ⊕ · · · ⊕m∞eh ⊕ · · · ⊕m∞eg ⊕ · · · ⊕m∞en)
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= ν(m∞) · · · ν(m∞) · · · ν(m∞) = 1 · · · 1 = 1 = µ(DE),

so that c = 1 = | det(M)|∞. Thus µM = | det(M)|∞µ.

Row-addition transformations.

Let M = (aij) ∈ GL(V ) where aii = 1 for all i, a12 = 1, and aij = 0 otherwise. Applying this matrix
to a vector adds the second coordinate to the first coordinate, and preserves the other coordinates. It
suffices to consider M , because all other row-addition transformations can be generated by this one
and combinations of row-switching and row-multiplying transformations.

Define the measure µM on V by µM (S) = µ(M(S)). Because µM is a Haar measure on V , µM = cµ
for some c ∈ R. We have that

M(DE) = m∞e1 ⊕m∞(e1 + e2)⊕ · · · ⊕m∞en = {(a1 + a2, a2, . . . , an) | ai ∈ m∞} ⊆ DE

because m∞ is an ideal. This implies that DE ⊆M−1(DE). Now note that M−1 = (bij) where bii = 1
for all i, b12 = −1, and bij = 0 otherwise, so that

M−1(DE) = m∞e1 ⊕m∞(e1 − e2)⊕ · · · ⊕m∞en = {(a1 − a2, a2, . . . , an) | ai ∈ m∞} ⊆ DE

again because m∞ is an ideal. Thus M−1(DE) = DE = M(DE), and thus µM (DE) = µ(DE) = 1.
Therefore we have that c = 1, and thus µM = | det(M)|∞µ.

The following theorem is our analog of Minkowski’s theorem.

Theorem 1. Let L ⊂ V be an A-lattice, and let C ⊆ V be a µ-measurable set which is closed under
subtraction. If µ(C) > vol(L), then C contains a non-zero element of L.

Proof. Because

V =
⋃
λ∈L

(λ+DL),

we have that
C =

⋃
λ∈L

(
(λ+DL) ∩ C

)
.

Note that the sets λ + DL are disjoint, and that the lattice L is countable because A is countable.
Therefore

µ(C) =
∑
λ∈L

µ
(
(λ+DL) ∩ C

)
.

For any λ ∈ L, we have that(
λ+DL

)
∩ C = λ+ (−λ) +

(
(λ+DL) ∩ C

)
= λ+

(
DL ∩ (−λ+ C)

)
.

Because µ is a left Haar measure on the abelian group V , it is left-translation invariant, so that

µ
(
(λ+DL) ∩ C

)
= µ

(
λ+ (DL ∩ (−λ+ C))

)
= µ

(
DL ∩ (−λ+ C)

)
.

Thus,

µ(C) =
∑
λ∈L

µ
(
DL ∩ (−λ+ C)

)
.

The sets DL ∩ (−λ+ C) cannot all be disjoint, because otherwise

µ(C) =
∑
λ∈L

µ
(
DL ∩ (−λ+ C)

)
≤ µ(DL) = vol(L),
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contradicting our assumption that µ(C) > vol(L). Thus, there exist c1, c2 ∈ C and distinct λ1, λ2 ∈ L

such that c1 − λ1 = c2 − λ2. Thus λ2 − λ1 ∈ L is non-zero, and λ2 − λ1 = c2 − c1 ∈ C because C is
closed under subtraction.

2.2 Extensions of the absolute value ∞ in a Galois extension K/k

Let K be a finite Galois extension of k. Let n = [K : k] and G = Gal(K/k).

Fix an algebraic closure kalg∞ of k∞. There is a unique absolute value w on kalg∞ that extends the absolute
value ∞ on k∞ ([Neu99], Ch. II, Theorem 4.8).

Choose a k-embedding ρ : K → kalg∞ . Pulling back the absolute value w via ρ, we obtain an absolute
value on K which will also be denoted w. Thus, |α|w = |ρ(α)|w for α ∈ K.

Let M = ρ(K). Clearly, M/k is also Galois, with n = [M : k]. Letting G = Gal(M/k), there is an
isomorphism r : G→ G given by r(σ) = ρ ◦ σ ◦ ρ−1.

Let L = k∞M . Because M/k is Galois, L/k∞ is also Galois, with an isomorphism

Gal(L/k∞)→ Gal(M/M ∩ k∞)

given by restriction to M ([Lan02], Ch. VI, Theorem 1.12).

Let E = ρ−1(M ∩ k∞), and let f = [K : E] = [M : M ∩ k∞]. Let t = n
f = [E : k].

Here is a diagram of our situation:

kalg∞

L

K
ρ //M k∞

f

E //
f

M ∩ k∞

f

k
t

t

By ([Neu99], Ch. II, Theorem 8.1), we have

Proposition 3.

(i) Every extension of the absolute value ∞ to K arises as the restriction of w by some k-embedding

φ : K → kalg∞ .

(ii) The two extensions of the absolute value ∞ to K induced by φ : K → kalg∞ and φ′ : K → kalg∞ are

equal if and only if φ′ = ψ ◦ φ for some ψ ∈ Gal(kalg∞ /k∞).

Because [K : k] = n and kalg∞ is an algebraically closed field containing k, we know that there exist n

distinct k-embeddings K → kalg∞ . These are precisely the maps ρ ◦ σ for σ ∈ Gal(K/k), as any such

map is a k-embedding of K into kalg∞ , and all n of them are distinct because ρ is injective and hence
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ρ ◦ σ = ρ ◦ τ implies σ = τ . This demonstrates the fact that every k-embedding of K in kalg∞ has the
same image, namely M = ρ(K) (this is a general property of normal extensions).

Let (ρ ◦ σ) : K → kalg∞ be a k-embedding. We want to determine which k-embeddings ρ ◦ τ occur as

ψ◦ρ◦σ for some ψ ∈ Gal(kalg∞ /k∞). The only aspect of ψ that might affect where elements of K are sent
is ψ|M ∈ Gal(M/M ∩ k∞), because M = (ρ ◦ σ)(K). Thus, there are at most f = |Gal(M/M ∩ k∞)|
embeddings that can be obtained this way. On the other hand, any element of Gal(M/M ∩ k∞)
extends (uniquely) to an element of Gal(L/k∞), via the inverse of the isomorphism between those
two groups mentioned earlier, and any element of Gal(L/k∞) extends (non-uniquely) to an element

of Gal(kalg∞ /k∞). Each element of Gal(M/M ∩ k∞) acts differently on M , and they can all be realized

as ψ|M for some ψ ∈ Gal(kalg∞ /k∞). Thus, there are precisely f k-embeddings which are conjugate to

ρ◦σ, those of the form θ̂◦ρ◦σ where θ ∈ Gal(M/M ∩k∞) and θ̂ is any extension of θ to Gal(kalg∞ /k∞).

Pulling this back by ρ, we obtain an equivalent statement: there are f k-embeddings which are con-
jugate to ρ ◦ σ, those of the form ρ ◦ (η ◦ σ) where η ∈ Gal(K/E). This is because r(Gal(K/E)) =
Gal(M/M ∩ k∞) and, for the η ∈ G such that η = ρ−1 ◦ θ ◦ ρ = r−1(θ),

θ̂ ◦ ρ ◦ σ = ̂(ρ ◦ η ◦ ρ−1) ◦ ρ ◦ σ = ρ ◦ η ◦ σ.

(the extension θ̂ chosen doesn’t matter, as the image in kalg∞ of every element of K is already deter-
mined).

Fix coset representatives σ1 = idK , . . . , σt of Gal(K/E) ⊆ G. Let ρi = ρ ◦ σi. By Proposition 3 and
our observations above, we conclude that there are t extensions of the absolute value ∞ to K, each of
which is induced by pulling back the absolute value w on kalg∞ via one of the ρi.

2.3 Existence of a normal basis for L/k∞ having absolute value 1

We keep the notation of section 2.2. Thus, by assumption, K/k is unramified at ∞. By ([CF10], Ch.
1, §5, corollary to Proposition 2), this implies that L/k∞ is unramified.

Applying ([Wei98], Ch. 3, Proposition 3-2-12.ii),

Proposition 4. As extensions of k∞ = Fq(( 1
T )), we have L ∼= Fqf (( 1

T )).

The unique subfield of L which is isomorphic to Fqf is simply the maximal subfield of L algebraic over
Fq. We now identify it with Fqf . Proposition 4 clearly implies that

Gal(L/k∞) ∼= Gal(Fqf /Fq) = {idL, ϕ, . . . ϕf−1}.

Theorem 2. There is a normal basis {γ1, . . . , γf} for L/k∞ such that |γi|w = 1 for all i.

Proof. Taking an α ∈ Fqf ⊂ L such that Fqf = Fq(α), we have that {α,ϕ(α), . . . , ϕf−1(α)} is a
normal basis for Fqf /Fq, and hence it is also a normal basis for L/k∞. For notational clarity, we let

γi = ϕi−1(α) = αq
i−1

. Thus, ϕ ∈ Gal(L/k∞) acts on L by

ϕ(c1γ1 + · · ·+ cnγn) = c1γ2 + · · ·+ cnγ1

where the ci ∈ k∞. Finally, the fact that α ∈ O×L implies that |γi|w = |α|q
i−1

w = 1 for all i.

Note that our conclusions from the end of section 2.2, combined with the observations above, imply
that the n k-embeddings of K in kalg∞ can be realized as ϕ j ◦ ρi, for 1 ≤ i ≤ t and 1 ≤ j ≤ f .

Considering L as a k∞-vector space, define λj : L→ k∞ to be projection on the basis element γj .
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2.4 The Minkowski lattice of a Galois extension K/k

Consider the map Λ : OK → kn∞, defined as the composition of the following sequence of maps:

OK ↪−→ K
(ρi)−−−−→

t⊕
i=1

L
(λij)−−−−→ kn∞

where λij denotes the map λj from the ith direct summand L.

Let {β1, . . . , βn} be an integral basis for OK over A. Certainly, {β1, . . . , βn} is also a k-basis for K, so
OK forms an A-lattice in K. Let L = Λ(OK) ⊂ kn∞ be the A-lattice spanned by {Λ(β1), . . . ,Λ(βn)},
and consider the matrix

M = (Λ(β1) | · · · | Λ(βn)) =



λ11(ρ1(β1)) λ11(ρ1(β2)) · · · λ11(ρ1(βn))
...

...
...

λ1f (ρ1(β1)) λ1f (ρ1(β2)) · · · λ1f (ρ1(βn))
λ21(ρ2(β1)) λ21(ρ2(β2)) · · · λ21(ρ2(βn))

...
...

...
λ2f (ρ2(β1)) λ2f (ρ2(β2)) · · · λ2f (ρ2(βn))

...
...

. . .
...

λt1(ρt(β1)) λt1(ρt(β2)) · · · λt1(ρt(βn))
...

...
...

λtf (ρt(β1)) λtf (ρt(β2)) · · · λtf (ρt(βn))


so that by Proposition 2, vol(L) = | det(M)|∞. Note that M ∈ GLn(k∞) ⊂Mn×n(kalg∞ ).

Theorem 3. With all notation as above, vol(L) =
√
|dK/k|∞.

Proof. Let T ∈Mn×n(kalg∞ ) be the matrix

T =



γ1 γ2 · · · γf
γ2 γ3 · · · γ1
...

...
. . .

...
γf γ1 · · · γf−1

γ1 γ2 · · · γf
γ2 γ3 · · · γ1
...

...
. . .

...
γf γ1 · · · γf−1

. . .

γ1 γ2 · · · γf
γ2 γ3 · · · γ1
...

...
. . .

...
γf γ1 · · · γf−1


Let i = (a− 1)f + b for 1 ≤ a ≤ t and 1 ≤ b ≤ f . Then the inner product of the ith row of T with the
jth column of M , which is just the ijth entry of TM , is

8



0 + 0 + · · ·+ 0 + γbλa1(ρa(βj)) + γb+1λa2(ρa(βj)) + · · ·+ γb−1λaf (ρa(βj)) + 0 + · · ·+ 0

= ϕb−1
[
γ1λ1(ρa(βj)) + γ2λ2(ρa(βj)) + · · ·+ γfλf (ρa(βj))

]
= ϕb−1(ρa(βj)).

Thus, the matrix TM is just

ρ1(β1) ρ1(β2) · · · ρ1(βn)
(ϕ ◦ ρ1)(β1) (ϕ ◦ ρ1)(β2) · · · (ϕ ◦ ρ1)(βn)

...
...

...
(ϕf−1 ◦ ρ1)(β1) (ϕf−1 ◦ ρ1)(β2) · · · (ϕf−1 ◦ ρ1)(βn)

ρ2(β1) ρ2(β2) · · · ρ2(βn)
...

...
...

(ϕf−1 ◦ ρt)(β1) (ϕf−1 ◦ ρt)(β2) · · · (ϕf−1 ◦ ρt)(βn)


which, up to a reordering of the rows (which doesn’t change the absolute value of the determinant), is

ρ1(β1) ρ1(β2) · · · ρ1(βn)
ρ2(β1) ρ2(β2) · · · ρ2(βn)

...
...

...
ρn(β1) ρn(β2) · · · ρn(βn)

 .

Thus

det(T ) det(M) = det(TM) = ±det


ρ1(β1) ρ1(β2) · · · ρ1(βn)
ρ2(β1) ρ2(β2) · · · ρ2(βn)

...
...

...
ρn(β1) ρn(β2) · · · ρn(βn)


so by the definition of the discriminant,

|det(T )|w · | det(M)|w = | det(T )|w · | det(M)|∞ = | det(ρi(βj))|∞ =
√
|dK/k|∞

where we have used the fact that w extends ∞. Now note that

det(T ) = det


γ1 γ2 · · · γf
γ2 γ3 · · · γ1
...

...
. . .

...
γf γ1 · · · γf−1


n

will lie in Fqf because all of the γi ∈ Fqf . We know that dK/k 6= 0 for any function field K, so that

|det(T )|w · | det(M)|∞ =
√
|dK/k|∞ 6= 0,

hence | det(T )|w 6= 0, and therefore det(T ) 6= 0. This implies that det(T ) ∈ O×L , and therefore
| det(T )|w = 1. Thus, we have shown that

vol(L) = |det(M)|∞ =
√
|dK/k|∞.
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2.5 Hermite’s theorem for function fields unramified at ∞

Main Result. There are only finitely many separable extensions K/k of bounded degree and discrim-
inant that are unramified at ∞. More precisely, for any n, b ∈ N, there are (up to k-isomorphism) only
finitely many separable extensions K/k that are unramified at ∞ with [K : k] ≤ n and |dK |∞ ≤ b.

Proof. Our approach is to reduce the problem to the case when K/k is Galois, and then use our earlier
results for that case.

Reduction to the case of Galois K/k

The following is a well-known result about the different of an extension.

Proposition 5 (Prop. 2.4 and Theorem 2.5 in Chapter 2 of Neukirch, p.197-198).

Let A be a Dedekind domain with field of fractions K, let L be a finite separable extension of K, and
let B be the integral closure of A in L. Assume that all residue field extensions κ(P)/κ(P ) of B/A
are separable. For any α ∈ B such that L = K(α), f ′(α) ∈ DB/A where f ∈ A[x] is the minimal
polynomial for α over A. Furthermore, if B = A[α], then DB/A = (f ′(α)).

We will use it to prove the following general theorem:

Theorem 4. Let A be a Dedekind domain, and F its field of fractions. Let K1 and K2 be two finite
separable extensions of F contained in some common algebraic closure of F , and let L = K1K2 be
their compositum. Let B1, B2, C be the integral closures of A in K1,K2, L respectively. Assume that
all residue field extensions of C/A are separable. Then

(DB1/AC)(DB2/AC) ⊆ DC/A.

Proof. We first reduce to the case that A is a discrete valuation ring. Using unique factorization of
ideals, but grouping the primes of C according to the prime P of A they lie over, we see that

(DB1/AC)(DB2/AC) ⊆ DC/A

if and only if, for every non-zero prime P of A,

S−1(DB1/AC)S−1(DB2/AC) ⊆ S−1DC/A

where S = A\P . Applying Prop. 2.2ii of Chapter 2 of Neukirch (p. 195), as well as simple facts about
localization and extension of ideals, we can re-express this as

(DS−1B1/S−1AS
−1C)(DS−1B2/S−1AS

−1C) ⊆ DS−1C/S−1A.

For any prime P ⊆ A, the ring S−1A = AP is a discrete valuation domain with field of fractions
F , and S−1B1, S

−1B2, S
−1C are the integral closures of S−1A in K1,K2, L respectively (Corollary

to Proposition 8 in Chapter 1 of Lang’s ANT, p.8). The residue field extensions of S−1C/S−1A are
separable because they are just those residue field extensions of C/A occurring over P . Thus, to prove
the theorem is true, it suffices to prove it in the case that A is a discrete valuation ring.

We will now reduce further to the case that A is a complete discrete valuation ring. Suppose that A is
a discrete valuation ring, with P its prime ideal. Let P1, . . . ,Pt be the non-zero primes of C, each of
which necessarily lies over P . Given a non-zero ideal I ⊆ C, let vj(I) be the exponent of Pj occurring
in the factorization of I, and let

ej1 = vj(DB1/AC), ej2 = vj(DB2/AC), hj = vj(DC/A).
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By unique factorization of ideals,

(DB1/AC)(DB2/AC) ⊆ DC/A

if and only if, for every non-zero prime Pj of C,

(DB1/ACPj )(DB2/ACPj ) = (PjCPj )
ej1(PjCPj )

ej2 ⊆ (PjCPj )
hj = DC/ACPj

where CP is the localization of C at P and PCP is its maximal ideal. If ĈP is the completion of the

DVR CP, then PĈP is the maximal ideal of ĈP, so in particular the exponents are not altered by

extending ideals of CP to ideals of ĈP. Thus,

(PjCPj )
ej1(PjCPj )

ej2 ⊆ (PjCPj )
hj

if and only if
(PjĈPj )

ej1(PjĈPj )
ej2 ⊆ (PjĈPj )

hj .

Therefore,
(DB1/AC)(DB2/AC) ⊆ DC/A

if and only if, for every non-zero prime Pj of C,

(DB1/AĈPj )(DB2/AĈPj ) = (PjĈPj )
ej1(PjĈPj )

ej2 ⊆ (PjĈPj )
hj = DC/AĈPj .

If pj1 = B1 ∩Pj and pj2 = B2 ∩Pj , then there are natural inclusions of the localized rings

(B1)pj1 ↪→ CPj , (B2)pj2 ↪→ CPj ,

and hence the same is true for the completions,

̂(B1)pj1 ↪→ ĈPj ,
̂(B2)pj2 ↪→ ĈPj .

Clearly, we can extend an ideal of B1 to an ideal of ̂(B1)pj1 , then to an ideal of ĈPj , or just extend it

directly to an ideal of ĈPj , and get the same result. Now applying Prop. 2.2iii of Chapter 2 of Neukirch
(p. 195),

(DB1/AĈPj )(DB2/AĈPj ) ⊆ DC/AĈPj

if and only if
(D ̂(B1)pj1/ÂP

ĈPj )(D ̂(B2)pj2/ÂP
ĈPj ) ⊆ D

ĈPj
/ÂP

.

Note that ÂP is a complete discrete valuation ring, with field of fractions F̂P , that L̂Pj is a finite

separable extension of F̂P , and that ̂(B1)pj1 , ̂(B2)pj2 , and ĈPj are the integral closures of ÂP in

̂(K1)pj1 , ̂(K2)pj2 , and L̂Pj respectively. The sole residue field extension of ĈPj/ÂP is

κ(PjĈPj )/κ(PÂP ) ∼= κ(Pj)/κ(P ),

which is separable because we assumed that all residue field extensions of C/A were separable. Thus,
to prove the theorem is true, it suffices to prove it in the case that A is a complete discrete valuation
ring.

So, now let A be a complete discrete valuation ring with field of fractions F (which implies that
F is complete), and let K1,K2, L and B1, B2, C be as in the statement of the theorem. There is a
unique extension to K2 of the valuation on F , and K2 is complete under this valuation (Theorem 4.8
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of Chapter 2, Neukirch, p.131); B2 is the corresponding valuation ring. By Prop. 3 in Chapter 3 of
Lang’s ANT, there is some θ ∈ B2 such that B2 = A[θ] (we need the hypothesis that the residue field
extension of B2/A is separable to apply this result). Let f ∈ A[x] be the minimal polynomial for θ
over F . Then by the first cited proposition, DB2/A = f ′(θ)B2. Because K2 = F (θ), we also have that
L = K1K2 = K1(θ). Let g ∈ K1[x] be the minimal polynomial for θ over K1. Then because f(θ) = 0,
we have that f = gh for some h ∈ K1[x]. Differentiating,

f ′(θ) = g′(θ)h(θ) + g(θ)h′(θ) = g′(θ)h(θ).

Thus
DB2/AC = f ′(θ)C ⊆ g′(θ)C ⊆ DC/B1

and hence DC/A = DC/B1
(DB1/AC) ⊇ (DB2/AC)(DB1/AC).

We now need another well-known result, connecting the different and the discriminant:

Proposition 6 (Theorem 2.9 in Chapter 2 of Neukirch, p.201).

Let A be a Dedekind domain with field of fractions K, let L be a finite separable extension of K, and
let B be the integral closure of A in L. Assume that all residue field extensions of B/A are separable.
The different DB/A and discriminant dB/A are related as follows:

dB/A = NL
K(DB/A).

We can apply Theorem 4 to bound the discriminant of a finite separable extension K/F in terms of
the discriminant of its Galois closure and certain degrees of field extensions:

Theorem 5. Let A be a Dedekind domain with field of fractions F , let K be a finite separable extension
of F , and let B be the integral closure of A in K. Assume that all residue fields of A are perfect. Let
L be the Galois closure of K in some algebraic closure F of F , and let C be the integral closure of A
in L. Then

(dB/A)n·[L:F ] ⊆ dC/A

Proof. Let M1, . . . ,Mn be the (not necessarily distinct) embeddings of K in F , so that L = M1 · · ·Mn.
Let Ri be the integral closure of A in Mi. Using Theorem 1 repeatedly, we have that

(DR1/AC) · · · (DRn/AC) ⊆ DC/A.

Applying the norm NL
F = NMi

F ◦ NL
Mi

, which is multiplicative, and using Corollary 1 to Proposition
21 in Chapter 1 of Lang’s ANT (p.25) we have that

NM1
F ((DR1/A)[L:M1]) · · ·NMn

F ((DRn/A)[L:Mn]) = (dR1/A · · · dRn/A)[L:F ] = (dB/A)n·[L:F ] ⊆ dC/A.

Now we can apply the above general results to our situation to obtain:

Corollary 1. Let K be a finite separable extension of k of degree n, and let L be the Galois closure
of K over k in kalg∞ . Let OK and OL be the integral closures of A in K and L, respectively. Then

|dL/k|∞ ≤ (|dK/k|∞)n·(n!)

where dL/k = dOL/A and dK/k = dOK/A.
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Proof. Because [K : k] = n and L is the Galois closure of K, we have that [L : k] ≤ n!. By the
theorem, (dK/k)

n·(n!) ⊆ dL/k, and hence

|dL/k|∞ ≤ (|dK/k|∞)n·(n!).

Thus, given any finite separable extension K/k unramified at∞ such that [K : k] ≤ n and |dK/k|∞ ≤ b,
the Galois closure L/k of K/k must have [L : k] ≤ n! and |dL/k|∞ ≤ bn·(n!). If we prove our main
result for Galois extensions, then there are, up to k-isomorphism, only finitely many such fields L.
Each of them has only finitely many intermediate fields, and K is of course isomorphic to one of
the intermediate fields of one of the L’s; thus, there are only finitely many k-isomorphism classes of
separable extensions K/k unramified at ∞ such that [K : k] ≤ n and |dK/k|∞ ≤ b. Thus, to prove our
main result, it suffices to prove it in the case that K/k is Galois.

The case of Galois K/k

Now let K/k be a finite Galois extension in which ∞ is unramified, and let n = [K : k]. Let G =
Gal(K/k). We consider again the map Λ : OK → kn∞ from section 2.4, defined as the composition of
the following sequence of maps:

OK ↪−→ K
(ρi)−−−−→

t⊕
i=1

L
(λij)−−−−→ kn∞.

We showed that, for the A-lattice L = Λ(OK) in kn∞, we have vol(L) =
√
|dK/k|∞.

Define C ⊂ kn∞ to be

C =

{
(x1, . . . , xn) ∈ kn∞

∣∣∣∣∣ |x1|∞ ≤ qn
√
b,

|xi|∞ ≤ q−1 for i = 2, . . . , n

}
.

For any field K satisfying the assumptions of our theorem, we have that µ(C) = q
√
b >

√
|dK/k|∞,

and C is closed under subtraction because the inequalities defining C simply make C into a direct
sum of fractional ideals of O∞.

By Theorem 1, our analog of Minkowski’s Theorem, this means that there is a non-zero β ∈ OK such
that Λ(β) ∈ C, i.e.

|λ11(ρ1(β))|∞ ≤ qn
√
b, |λij(ρi(β))|∞ ≤ q−1 otherwise.

Because β ∈ OK , we have that |β|v ≤ 1 for all finite absolute values v. Therefore, by the product
formula, we must have

∏t
i=1 |β|wi ≥ 1 where the wi are the infinite places obtained by pulling back w

along the ρi. But |λij(ρi(β))|∞ ≤ q−1 for all (i, j) 6= (1, 1), so that for any i 6= 1 we have

|β|wi = |ρi(β)|w = |γ1λi1(ρi(β)) + · · ·+ γfλif (ρi(β))|w

≤ max
1≤j≤f

|γj |w|λij(ρi(β))|w ≤ max
1≤j≤f

1 · |λij(ρi(β))|w ≤ q−1.

Thus, the only way the product formula can be satisfied is if |β|w1 ≥ 1, and because

|β|w1 ≤ {|λ11(ρ1(β))|w, q−1, . . . , q−1}
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we must have that |λ11(ρ1(β))|∞ ≥ 1.

We claim that K = k(β). If this were not the case, then there would exist a σ 6= idK ∈ G such that
σ(β) = β. Because σ 6= idLK, we would have λ11 ◦ ρ1 ◦ σ 6= λ11 ◦ ρ1, hence

|λ11(ρ1(β))|∞ = |λ11(ρ1(σ(β)))|∞ ≤ q−1 < 1

which is a contradiction.

Now let f(x) = xn+an−1x
n−1+ · · ·+a0 ∈ A[x] be the minimal polynomial for β over k. Its coefficients

(up to sign) are the elementary symmetric polynomials in its n roots, that is, in the n different elements
(ϕj ◦ρi)(β). The fact that β is in the region C tells us that |(ϕj ◦ρi)(β)|w is bounded above, for all i and
j, by a quantity that depends solely in terms of n and b (the bounds on the degree and discriminant,
respectively); specifically,

|(ϕj ◦ ρi)(β)|w = |γjλi1(ρi(β)) + γj+1λi2(ρi(β)) + · · ·+ γj−1λif (ρi(β))|w

≤ max
1≤s≤f

|λis(ρi(β))|w ≤

{
q−1 if i 6= 1,

qn
√
b if i = 1

≤ qn
√
b.

Thus, the possible values of the quantities |ai|∞ can also be bounded solely in terms of n and b.
Because there are only finitely many elements of A of bounded degree, there are only finitely many
possibilities for the minimal polynomial of β, and hence only finitely many possible k-isomorphism
types of the field K.

2.6 Counterexample when ∞ is not required to be unramified

By ([Sti09], Ch. 6, Proposition 6.4.1), for any m ∈ N the function field K = k(x), where

xq − x = Tmq+1,

has [K : k] = q, and K is separable over k = Fq(T ), and K is ramified only at ∞, so |dK |∞ = 1 is
bounded; but there are infinitely many such fields.

3 Future Research

We have two ideas as to expand this approach to arbitrary finite separable function fields.

• Recall that one can extend the constant field of a function field K without changing the discrim-
inant ([Ros02]), and that extending the constant field also reduces the degree of certain places in
K ([Ros02]). We know that almost all places of K are unramified, so by extending the constant
field of K sufficiently, we will eventually create a new extension KFqn/Fqn(T ) with the same
discriminant as K/Fq(T ), and with an unramified place of degree 1. We can then make a change
of variables to move that place to ∞, at which point we can finish with our results above.

• Perhaps we can allow bounded ramification at ∞, and solve the general problem by reducing
the case when ∞ is ramified to a (hopefully) simpler special case, e.g. ∞ being totally ramified.

14



4 References
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