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Introduction

Math 312 is one of the nine courses offered for first-year mathematics graduate students at the
University of Chicago. It is the first of three courses in the year-long analysis sequence.

These notes were live-TeXed, though I edited for typos and added diagrams requiring the TikZ
package separately. I used the editor TeXstudio.

I am responsible for all faults in this document, mathematical or otherwise; any merits of the
material here should be credited to the lecturer, not to me.

Please email any corrections or suggestions to chonoles@math.uchicago.edu.
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Thank you to all of my fellow students who sent me corrections, and who lent me their own notes
from days I was absent. My notes are much improved due to your help.
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Lecture 1 (2012-10-02)

The course will cover a mixture of real analysis and probability. Homeworks will be due on the
Thursday of the following week. Homeworks will be 10% of the grade and the midterm and final
together will be the other 90%. The exams will be in class.

The abstract setting for measure theory is as follows. We have a set X, with power set P(X). A
subset A C P(X) is called a o-algebra when

1. o€ A,

2. for any A € A, its complement (X \ A) € A, and

3. for any Ay, As,..., € A, their union ;- 4, € A.
Some immediate consequences are:

e We also have X € A.

e Ais also closed under countable intersections; for any Ay, As,... € A, (o2, An € A. This is

because - -
X\ ) 4w = [J X\ 4p).
n=1 n=1

o If A,B € A, then A\ B € A because

A\B=AN(X\B).

The most extreme cases of o-algebras are {&, X} and P(X).

A more interesting example is when X is a topological space and A is the o-algebra generated by
all open sets of X. This is called the Borel o-algebra on X.

The o-algebra generated by a collection of sets is the smallest o-algebra that contains all of those
sets. This can be constructed by considering all of the o-algebras containing those sets, and taking
their intersection. The intersection of o-algebras can easily be seen to be a o-algebra.

Let’s consider a fundamental topological space, R. What can we say about Borel sets in R?

e Open sets are Borel.

Closed sets, being complements of open sets, are Borel.

Countable intersections of open sets (called Gy sets) are Borel.

Countable unions of closed sets (called F, sets) are Borel.

Some examples of F,, sets that are neither open nor closed are [0,1) and Q. Their complements are
necessarily Gy sets, and will also be neither open nor closed.

Homework. Is Q a G set?
Continuing our list of Borel sets in R,
e Countable unions of G sets (called G, sets) are Borel.

e Countable intersections of F, sets (called F,s sets) are Borel.
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e Countable intersections of G, sets (called Gy sets) are Borel.
e Countable unions of Fys sets (called F,s, sets) are Borel.

It is a theorem that each of these new classes is strictly bigger than the previous one; there is no
finite step when we get no new sets. We do not even get all Borel sets when we look at all sequences
of 0’s and o’s. We must go all the way to wy (the first uncountable ordinal) to get all Borel sets.
Most of the time, we do not think beyond the first few steps here, but in descriptive set theory this
is studied in more detail.

A pair (X, A) of a set X together with a o-algebra A on X is called a measure space (more precisely,
a measurable space). The elements of A are called A-measurable sets, or just measurable sets if the
o-algebra is understood.

Homework. What is the o-algebra generated by the half-open intervals [a, b)? How is it related to
the Borel o-algebra - smaller, bigger, not comparable?

Definition. Given two measurable spaces (X,.4) and (Y, B), amap f : X — Y is called measurable
it f~1(B) € Afor all B € B.

Since it is difficult to understand what the Borel sets of R are, this would seem to be a difficult
condition to check. But in fact, when (Y, B) = (R, Borel), a map f : X — R is A-measurable if

{reX|flx)<ec;e A and {zeX|f(z)>cleA

for all ¢ € R. This is because the open half-lines already generate the entire Borel o-algebra. More
generally, if C is a collection of subsets of Y that generate the o-algebra B, then a map f: X - Y
is measurable if f~1(C) € A for all C € C.

What about the image of Borel sets, instead of preimages? Is the image of a Borel set Borel?

iHi

L A
\ U

The projection of an open set is open, and the projection of a countable union is the countable union
of the projections. However, as you can see in the above image, the projection of the complement
need not be the complement of the projection. Lebesgue famously made the mistake of assuming
the projection of any Borel set is Borel, but in fact there is a G set in [0, 1]> whose projection is
not Borel.

Given a measurable space (X,.4), and Borel measurable functions fi, fo : X — R, then

fi+fo, fi—f, fi-fo, filfe

are all Borel measurable (the last, of course, under the assumption that fa(z) # 0 for all z).
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Proof. The function f; 4+ fo can be obtained as the composition

F=
X (f1:f2) R xR IR
The composition of measurable functions is measurable, so it suffices to show that F' and + are
measurable. The function + is measurable (in fact, it is continuous). Because sets of the form
G1 x Go, where G1,G2 C R are open, generate the Borel g-algebra on R x R, it is enough to show
that F~1(G1 x Ga) € A for any open G1,G2 C R. But this is clear, because

F~HG1 x Ga) = f;H(G1) N fHGy). O

Definition. The extended real line is R = R U {£o0c}. The open balls around +oo are sets of the
form (a,o0] and the open balls around —oo are sets of the form [—o0, a).

Homework. If fi, f2,...: X — R are Borel measurable, prove that g = sup(f,,) : X — R is Borel
measurable.
Last edited Math 312 - Analysis 1 Page 3

2012-12-08 Lecture 1



Lecture 2 (2012-10-04)

Definition. Given a set X and a o-algbera 4 on X, a function p : A — [0, o] is a measure if
1. w(@)=0
2. (o-additivity) For disjoint sets Aj, Ao, .. .,

oo oo
S kA = g (U An)
n=1 n=1
Examples.
e The counting measure on X: for any o-algebra A C P(X), we define u(A) = |A|.
e The Dirac measure: given an = € X,

5.(A) = 1 ifzeA,
Vo itz ¢ A

e An atomic measure is one of the form y =} c;d,,, so that
wA) = ¢
:L‘jEA

Note that any measure can be broken into an atomic part and a non-atomic part (i.e. a
measure for which no points have positive measure). This is somewhat of a hint for the
following homework:

Homework. Is there a g-algebra A which is countably infinite?
Some properties of measures include:

e o-additive = additive (just take A; = @ for large j)

e Monotonicity: if A C B, then u(A) < u(B). Note that

u(B) = pu(A) + (B \ A)

but you should not write this as

because we could have u(B) = u(A) = oc.

° GivenA1 QAQQ,
(U)o

Proof. The sets A; are not disjoint, but consider instead the sets Ay, Ay \ A1, As \ Ag,...
which are disjoint.
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Then - -
U 4n =40 A1\ 4An)
n=1 n=1

SO

H (U An) = p(Ar) + (A2 \ A1) + p(Az\ Ag) + -+
n=1

= lim (pu(A1) 4+ (A2 \ A1) + -+ u(A4, \ Apr))

n—oo

= lim u(A,)

n—oo

e What about when we have A1 D As D --- 7 It is not true in general that

g (ﬂ An> = g #An)
n=1

For example, consider the counting measure on N, and A; = N, Ay = {2,3,...,}, A3 =
{3,4,...}, etc. Then their intersection is @ which has p(@) = 0, even though u(A,) = oo for
all n. Howver, if there is at least one n where u(A,) is finite, then the statement is true.

Proof. Without loss of generality, we can assume that p(A;) is finite. Then

-~

p(Ar\ Ag) + p(Az \ Az) + -+ +p (ﬂ An) = (A1),
Jim pu(Ar\ An)

n=1

Because (A1) is finite, we can write pu(A; \ An) = (A1) — p(4,), so
Jim p(Ar\ An) = lim (u(Ar) = p(An))
and therefore
p(AL) = lim p(An) + p (ﬂl An> = u(Ay).

O]

Let X be a compact metric space and A the Borel o-algebra on X. Is a finite Borel measure
determined by the measure of the balls?

Homework (x). The answer is no; find an example. Federer wasn’t able to find an example, after
thinking about it for a day, but the construction is simple once you see it.

We say that f : X — R is simple if it is measurable and takes only finitely many values. Equivalently,
there are some disjoint sets Ay,..., A, and ¢; € R such that

n
f= Z CiXA;-
=1
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You can visualize this as

C4

C3

C2

&1

A Ay As Ay

We define for a simple function f >0

n

/AfdM =) culAn 4;).

J=1

If g > 0 is an arbitrary measurable function, then we define

/gdu= sup /fdu-
A f simple JA

f<g

Thus, we are approximating our function f from below by simple functions.

&

/

\/

We need to restrict to nonnegative functions, even though +oco are not being allowed as values of
our functions in this definition, because (for example) we cannot integrate g(z) = 1 on R with this

definition; there is no simple function f < g. This illustrates the difference between being finite
everywhere and being bounded.

For an arbitrary measurable function g, we set

g" =max(0,9), ¢ = —min(0,g)

so that g = g™ — ¢~ and then define

/gduz/g‘du—/g‘du-
A A A

From now on, when I write a function, it will be assumed to be measurable, even if I don’t say so.

Given a measure g and an f > 0, we can make a new measure v defined by

V(A) = /A fdp.

Last edited Math 312 - Analysis 1 Page 6
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Theorem (Monotone Convergence Theorem). Given a sequence of functions

0<fi<folfz<---

/fdu:nli}ngo/fndu.
/f1§/f2§/f3§"'

so there is some o = limy,_,o0 [ fn. We need to show that o« < [ f and a > [ f.

then for f =limy,_yo0 fr,

Proof. 1t is easy to see that

The former is trivial because f,, < f for all n. For the latter, consider the definition of the integral.
We want to show that for any simple g < f, we have [ g < a. Unfortunately, it is not true that
for any such g, there is an n such that g < f,, for all m > n. It isn’t even true pointwise, since we
could have g(z) = f(z) and f,(z) < f(z) for all n. We will need a different argument.

Given a simple function g < f, let its values be ci,...,cy. For any € > 0 that is smaller than all
the ¢;, define
0 if g=0,
Je = .
g—e ifg>0.

As € — 0, we have that [ g — [ g, so in fact it is enough to show that [ g < a for all e.

Define
By, ={z € X | fu(®) > ge(2)}.

We have that |J B, = X, and that B; C By C ---. For any given ¢ > 0, define a measure v by

Then

v(X)=v ({JBa) = lim v(B,)
and

B = [ g< [ fuz | fa

n n X
Thus,
/gE =v(X) = lim v(B,) < lim fn=a. N
n—oo n—o0 X

Corollary (Beppo-Levi). Given a sequence of functions f, > 0, then

-3/

Proof.
0 N N MOT N 0
S [ g gim S [ ge= g [3TRME [ S = [Yhe O
n=1 n=1 n=1 n=1 n=1
Last edited Math 312 - Analysis 1 Page 7

2012-12-08 Lecture 2



Corollary (Fatou’s Lemma). Given a sequence of functions f, >0,

/lim inf f, < lim inf/fn.
n—oo n—oo
Homework. Find an example where this inequality is strict.

Proof. By definition,
hminffn: lim inf{fnvfn-&-lafn-&-%'”}‘
n—oo n—oo

gn

We have that 0 < g, < gp+1 < --- and therefore

/lim inf f, :/ lim g, = lim /gn < lim inf/fn
n— 00 n— 00 n—00 n—r00
because g, < fin. O

Corollary (Lebesgue Theorem). Given a sequence of functions fy, such that |fn| < g, where g is a
function such that [ g < oo,

/ lim f, = lim [ fu.

n—oo n—oo

Homework. Find a sequence of functions f,, converging pointwise to a function f which do not
satisfy the conclusion of this theorem.

Proof. Let f = lim,, oo frn. In fact, a stronger statement is true: as n — oo,

’/fn—/f‘S/!fn—f!—H)-

We have that |f,, — f| < 2g. Let h,, = 29 — |f, — f], so that h, > 0. Apply Fatou:

/lim inf h,, < lim inf/hn.
n—oo n—o0
—_———

29

/2gs1gggf(/2g—rfn—fr) =/2g+lgln;ggf(—/|fn—f|>.
lirir:sogp (/!J%-f!) <0

[15.= 110 m

Therefore

Therefore

which implies that in fact
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Lecture 3 (2012-10-09)

Last time, we talked about measure spaces (X, A, u).

Definition. We say that a measure space is complete if, for any A € A such that u(A) =0, we
have B € A for every subset B C A. By monotonicity of measures, they will also be null.

Claim. The o-algebra generated by A and all subsets of null sets is the o-algebra of all sets S
such that there are A;, Ay € A with 47 C S C A and p(A4s \ A1) = 0. We can then define

u(S) = p(Ar) = p(Az).

Definition. An outer measure is a function p : A — [0, 00], where A is an arbitrary collection of
sets, such that

e (o) =0,
e o-sub-additivity: pu(|JAn) < > u(Ay) for any Aj, As,... € A
We can create an outer measure as follows: for an arbitrary collection of sets A, and an arbitrary

function « : A — [0, 0], we can define for any A € P(X)

$a(A) Einf{3 1(An) | AC U Ay, A, € A}

If there is no cover of A by some A, € A, then ¢4(A) = oco.

We now want to create a measure from this outer measure:

Q, A — ¢a7 P(X) — W, M¢

(arbitrary) (outer measure) (measure)

Definition. Given an outer measure ¢, we say that A is ¢-measurable if, for any set S,
¢(S) = (SN A)+ ¢(S\ A).

We will see that the collection of ¢-measurable sets will form a complete measure space. First, note
that we always have

¢(S) < ¢(SNB) +¢(5\ B).

If (A) =0, and B C A, then SN B C B C A implies that ¢(SN B) =0, and S\ B C S implies
that ¢(S\ B) < ¢(S5), so that
¢(S) <0+ ¢(S\ B)

hence ¢(S5) = ¢(S'\ B), hence ¢(B) = 0.

(P

. S
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Now we want to check that
P(5) = (SN (AUB)) + ¢(5S\ (AU B)).
We have that
P(5) =o(SNA)+o(S\ A).
Therefore
o(S\A) =o((S\A)NB)+¢((S\A)\ B)

SNB S\(AUB)

and

p(SNA)+o(SNB)=¢(SN(AUB))
H(SN(AUB))=¢(SN(AUB)NA)+¢((SN(AUB))\ A).
SNA SNB
The rest of the argument you should study on your own.

If our initial arbitrary collection of sets A is such that @ € A, and for any A, B € A, we have
AUB,ANB,A\ B € A, and we further assume that « is an outer measure on A such that for any
A, B € A we have

a(A) =a(ANB)+ a(A\ B)

then the resulting o-algebra M will contain A, i.e. A C M.

Here is a special case. Consider ‘‘bricks”, i.e. sets of the form

n

H[ai, bl) g Rn

=1

and let A be the set of finite unions of such sets. Let a be the volume function. Then ¢,, is the outer
Lebesgue measure, M consists of the Lebesgue measurable sets, and p is the Lebesgue measure. We
can do the same construction on the bricks for any additive function «; the resulting measure will
always contain at least the Borel sets.

Definition. We say that p is a Borel measure on a g-algebra M if
e The o-algebra M D {Borel sets}.

e Some people require that p is o-finite, i.e. there exist Ay, Ag, ... with u(A,) < oo such that
u(X \UAn) = 0.

e Some people require that u(K) < oo for any compact K (in R™, this just says that bounded
sets have finite measure).

Definition. We say that a measure p is regular when for any A € A,

u(A) = inf{>° u(Gy) | G, are open, A C |Gy} = inf{u(G) | G open, A C G}

For any € > 0, we can choose G such that pu(A) < u(G) < p(A) + e. Letting € — 0, we can see
that for any A there is a G5 set containing A of the same measure. By the same argument for the
complement, we have an F, C A of the same measure.

Now we’ll start on a new topic.

Let X be the Lebesgue measure on R", and B(R"™) the Borel sets in R™.

Last edited Math 312 - Analysis 1 Page 10
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Definition. For any X C R", a differential basis for X is a collection D C X x B(R") such that
e For any (x,A) € D, we have A\(A) > 0.

e For any x € X and r > 0, there is some (z, A) € D such that A C B(x,r), the ball of radius
r around x.

Given an z € R™ and A C R", let r(A) be the smallest radius such that A C B(z,r(A)).

We say that a differential basis D is regular when it satisfies the following property: for any x € X,
there exist a § > 0 and 79 > 0, depending on z, such that for any (z, A) € D with r(A4) < ro,

AA) > 6 A(B(z,r(A))).

In other words, D is regular when, for any x € X, there is a positive ratio § for which all sufficiently
small (z, A) € D take up at least § of their bounding ball.

Examples.
e The symmetrical basis: all balls with center x. This is regular.

e The standard basis: all cubes () that contain x.

r(@Q)

We know that A\(Q) = ¢", and that r(Q) < /nf, so A(B) < ¢, " for some constant ¢,
depending only on n, which we can take as our §. This is regular.

e The interval basis (also called the strong basis): all bricks that contain x. This is not regular.

.flf |

Definition. Given a differential basis D, we define

r—0

Dp(x) = limsup {'L;Ej; (x,A) e D,AC B(x,r)}

to be the upper derivative of p at z. The lower derivative Du(x) is the same except with lim inf,
and the derivative is defined to be their common value if they are equal.
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Example. Let f : R — R be a differentiable function that is monotone increasing, and define
u([a, b)) = f(b) — f(a). This defines a Borel measure x on R. We'll choose D = symmetrical basis, so
pw(B,r) . flet+r)—flz—r)

lim 20T
P50 AN(B(z, 7)) 120 or

This is the symmetric derivative. Note that f did not have to be differentiable at x for this to exist.
In contrast, if we chose the standard basis or interval basis (which are the same in one dimension),
then we’d get the limit

i 1) — (@)
Y,2—T y — 2z
z€[y,z]

which exists if and only if f is differentiable.

Definition. We define the maximal operator of a measure u to be

= )= su MA)
M{w) = M) (x,A)I;D A(A)

Note that if p = p1 + po, then M, < M, + M,,. We only get an inequality because the set which
maximizes p; + p2 need not maximize py and po separately.
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Lecture 4 (2012-10-11)

Today we’ll be working in R™, and all our measures will be Borel measures that are o-finite.
Let w1, uo be measures.

Definition. We say that p1 is absolutely continuous with respect to po, and we write p; < o,
when p2(A) = 0 implies p1(A) = 0.

Definition. We say that p; is singular with respect to uo, and we write 1 L uo, if there exist
disjoint Aj, Ay C R™ such that p;(R™\ A;) =0 and pu(R™\ A) = 0.

Theorem (Radon-Nykodim). If 1 < pa, then there is an f such that puy(A) = [, f dps for all A.
We say that f is the Radon-Nykodim derivative of uy with respect to us, and we write that f = %.
Theorem. For any 1, po, we can decompose py = a + B such that o < po and B L ps.

d duy  d
Homework. Show that ﬁ = WH; . d—ﬁ; for any p1 < po < p3.

Last class, we defined the maximal operator M,, of a measure u, which is a function on R", and
noted that M, ., < M, + M,,.

Theorem. For any finite measure u, we have

n n H(R")
A{z e R" | M, (z) > t}) <3 e
for any t > 0.
Lemma. If By,..., B, are finitely many balls, there exists a subset B;,, ..., B;, of pairwise disjoint

balls such that

U (3By;) 2 U B,
j i
where 3B means the ball with the same center as B and three times the radius.

Proof of lemma. We use a greedy algorithm. At each step, choose the largest ball that is disjoint
from all earlier chosen ones. This will obviously terminate because there are only finitely many balls.

(O

Any ball B, not chosen will intersect some ball B, that was chosen, and B, must have radius less
than or equal to By (otherwise By, would not have been chosen), so that expanding By by a factor
of 3 will cover all of B,. O

Note that this statement is false if we allow infinitely many balls; for example we could have nested
balls around the same center whose radii go to infinity.

©
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Homework. Prove that the statement of the lemma is true even with infinitely many balls, as
long as the radii are bounded, allowing the chosen subcollection of balls to also be infinite, and
replacing 3 with some arbitrary constant.

Is an arbitrary union of closed unit balls necessarily Borel? No. An easy construction is to choose a
non-Borel subset of R, and place balls which touch the line at exactly those points.

The union of the balls isn’t Borel; otherwise, its intersection with the Borel set R would be Borel.
Homework. Is an arbitrary union of closed unit balls necessarily Lebesgue measurable?

Proof of theorem. We want to show, for any finite measure y and t > 0, that

Rn
AM{z e R" | M (z) > t}) <3™- (t)
It is enough to show that
R’I’L

for all compact K C {z | M,(x) > t}, because Lebesgue measure is inner regular, i.e. for any
Lebesgue measurable set S,
A(S) = sup MNK).
compact
KCS
Now note that, by definition, M,(x) > t if and only if there is a ball B, around z such that
w(Bg) >t A(By).

Choose a cover of K by finitely many such balls B, ..., By, (we can do this because K is compact),
and by the lemma, we can choose z;,,...,z;, such that By, s .., Bg,, are disjoint and
s k
]:1 =1
Then

i=1 J=1 j=1
<3y g BN TR gn pBY) O
= t t t

Corollary. For almost every x € R™, the upper derivative of u at x is finite, i.e. Du(x) < co.

Proof. Our theorem implies that in symmetric basis, we have M, (z) < oo Lebesgue-a.e. Now note
that, by definition, Dy < M),. O
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Note that, for a regular basis D,

pA) _ p(B) _ p(B) A(B)
AMA) T A(4) ~ AB) A4)
=% T

where (2, A) € D, with A C B(z,r(A)) = B, and 5 is from the regularity of D.
Theorem. If i is singular, then Du(z) =0 a.e.

Proof. By hypothesis, there exists a Lebesgue null set N such that u(R™\ N) = 0. We need to
show that Du(x) =0 for a.e. z € R" \ N.

If N is closed, there is nothing to prove, because any x € R™ \ N can be separated from N by a
sufficiently small open ball.

Now choose a compact K C N such that u(N \ K) < €2.

Let g = p1 + pa, where p1(A) = u(ANK) and ps(A) = u(ANK€). We have that Dy < Dyy + Dys,
and that Dy is 0 a.e.

Note that

p2(R™) €

AM{z € R" | Dps(z) > t) < AM{z € R"™ | My, (z) > t}) < 3"- ; T

IN

w
3
|

Letting ¢ = ¢, and using that Dy is 0 a.e.,
A{z e R" | Du(z) > t) < A({z € R" | My, (z) > t}) < 3"t

Now let ¢ — 0. This shows that A({z € R" | Du(z) > 0}) = 0. O

What happens when 1 < A? By Radon-Nykodim, we have that u = [ fd for some f, and it is a
theorem (which we are about to prove) that

d
f H

— % _pu ae.
ax R e

Now let f be a function such that [ |f|d\ < oo, i.e. f € LL.
Definition. We say that x € R" is a Lebesgue point of f if
liml/ F(t) — f(2)|dt = 0.
r=0 N(B(,7)) JB(2,r)
Theorem. For any f € L', almost every x € R™ is a Lebesque point of f.
Proof. Define the measure

o A) = /A () — f()] dr.

We need to show that Dy () = 0 for almost all x. We will assume the following lemma for the
moment:

Lemma. For f € L' and any € > 0, there is a continuous, compactly supported g such that
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Now fix an € > 0, and choose g from the lemma such that [ |f — g| < €2. Let h = f — g, so that
f =g+ h. We have

[F(t) = )] < g(t) = g()] + [n(t) — h(z)]

It is easy to see that
1

B STBG) , 9(0 9@ =0

for all z (this essentially follows from g being continuous), so now we just need to look at h. Define

/|h z)| dt.

Our work so far shows that that Dy, < Dv,. Using the triangle inequality to produce a bound,
and dividing by A\(A),

fA |h(t)] dA +h(z)] A(A)
A(4) T AMA) A(A)
Thus,
{x € R" | Dy > 2¢}] C {x € R" | Dy, > 2¢}
n | there exist arbitrarily fB ()| dt n
- {mGR small B 2 z such that A(B) > e Ufz € R [[h(z) > €}

Call the first set S; and the second set So. Note that the first set is precisely where the maximal
operator of h is greater than e. Thus, from the lemma,

2

A(S1) < 3" % = 3¢

and because [ |f —g| = [ |h| < €2, we have

A(S2) < J 1 <e

€

Because € > 0 is arbitrary, we can conclude that
A{z € R" | Du, > 0}) = 0.

Thus, the set of non- Lebesgue points of f is null. Now we prove our other claim. Given a measure
<K A\, we can let f = d/\, and then we see that as we take smaller and smaller balls B 5 x,

8- f09) 1

:\@/Bu() 5 0= @) o

This demonstrates that we have %\ = Dy a.e. O
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Proof of lemma.
1. If r is large enough then fB(Om)C If] <e.
2. If M is large enough then f{x: (@) [>M) |f] < e
Let |JA, = A, so that A, = An{x € R" | me < f < (m+ 1)e}. Then
A=BO,r)n{z eR"||f| < M}

Choose compact K,,, C A,, such that

/ If| <€
A\ Ko

and also such that A\(4,, \ Kp,) < €. We can do this because A is inner regular, so that for each A,
there is a sequence K, ; C A, of compact sets such that A\(Ay, \ Kp,i) < %, and WLOG we can
assume K, ; C K 41, so letting dv = f dA,

lim v(K,) =v(4,).

n—oo

Define g = me on K,,. Extend it to a continuous function g : B(0,r) — [-M, M|, with g = 0 outside
B(0,r). O
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Lecture 5 (2012-10-16)
What we’ve proved so far: the maximal operator theorem and the covering lemma. These involved
balls and the symmetric basis.

We proved that Dyu(z) < co a.e., that it equals 0 a.e. if the measure y is singular, and that it equals
the Radon-Nykodim derivative of p in every regular basis.

Maximal operator theorem for cubes: up to a constant, it is the same as for balls. If ¢, is the ratio
between the volume of a unit cube and a unit ball in dimension n,

S L[ AB) 1 1
A<Q>/Q'f'd“§ A(Q)/B'f' =30 A<B>/B'f' < "A<B>/B'f'

Federer’s Geometric Measure Theory is a good reference book. If you just want to know what’s true,
read this book; but it uses its own notation, so any time you read a theorem, you’ll have to refer
back to the previous one, and then the one before that, etc. You can also read Stein’s Harmonic
Analysis which covers a lot more than we’ll get to in this course.

1 ifzeA,

Let A CR"™ be a Lebesgue measurable set, and define f(z) = xa(x) :{0 g A
1T .

Let u = [ fd), so that u(B) = A(AN B). For z € R, define

d(z, A), d(z,A), d(z,A)

to be the lower derivative, upper derivative, and derivative of 1 at  with respect to the symmetric
basis. These are, respectively, the liminf, lim sup, and lim as r — 0 of

MANB(z,r))
A(B(z,7))

Almost every point in R"™ is a Lebesgue point of f; this implies that d(z, A) = 1 for almost all x € A,
and d(xz, A) = 0 for almost all x ¢ A.

Theorem. For any set A (not necessarily measurable),
1. d(x,A) =1 for almost all x € A.
2. d(xz,A) =0 for almost all x ¢ A <= A is measurable.

Definition. Given any set A, we say that H O A is a measurable hull of A if H is measurable and
if, for any measurable B D A, we have A\(H \ B) = 0.

Any set has a hull; for any A, we can define

AA) = jnf, A(G)
G open

and then choose G1,Ga, ... such that G, O A and \(G,,) = A(A). Take H = (G,
Remark. If H; and Hj are measurable hulls of A, then A\(Hy A Hy) = 0.

Remark. For any measurable B, H N B is a measurable hull of AN B.
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Proof of 1. For any set A, let H be a measurable hull. Then for all z,

d(z,A) =d(x,H), d(z,A)=d(z,H), d(z,A)=d(z,H)
so d(xz,A) = d(z,H) =1 for almost all x € H, hence for almost all z € A. O

Proof of 2. The <= implication is OK, and for =, suppose that d(x, A) = 0 for a.e. almost all
x € A. We know that d(x, H) = 1 for almost all z € H, so we must have that at almost every point
in H\ A, the density is 1, and at almost every point in H \ A, the density is 0. Thus, A\(H \ A) =0,
so A=H\ (H\ A), and H is measurable and H \ A is measurable because it is a null set, and
hence A is measurable. O

Definition. The Denjoy topology, or the density topology, on R", is defined by letting a set A be
open if it is measurable and d(z, A) = 1 for all z € A. We'll say that A is d-open because both
Denjoy and density start with d.

Why is it a topology?
Finite intersections: It is trivial that if A; and A, are d-open, then Ay N Ay is d-open.

Arbitrary unions: If the A, are d-open, then certainly the density at every = € (J A, is 1, but
why must | J A, be measurable? This need not be a countable union. It will suffice to check that
R™\ |J Ay is measurable. Thus, it will be enough to show that for almost all x € |J A,, then
d(z,R"\ |JA,) = 0. We will in fact check this for every point in the union. If x € |J As, then
x € A, for some «, so that R"\ |JA, € R™\ A,. We know that R" \ A, has density 0 at any
x € A, (because of our assumption that d(x, A,) =1 for all x € A,), and therefore any smaller
set must have density 0 at x € A,, i.e.

d(z, R\ | JAa) < d(z,R™\ Aa) =0.

We needed the assumption that d(z, A,) = 1 at every = € A, because, without it, we wouldn’t
have been able to get our hands on “almost all of | J A,""; if we’d been taking arbitrary measurable
A, we'd only have d(z, Ay) = 1 for almost all z € A,, and this wouldn’t tell us anything about
d(xz,Ay) at almost all z € | J A, because the arbitrary union can make things much bigger.

We have R = @ UR; are there any other examples of d-open sets whose complements are also
d-open? No:

Theorem. The d-topology is connected; in other words, if R is the disjoint union of two d-open
sets, then one of them is empty.

Proof. Suppose that d(z, A) =1 for all z € A and that d(z, A) =0 for all = ¢ A. Let’s consider the

function
_ [ _ A((0,z) N A) if x>0,
flo)= /0 = {—)\((O,x) NA) itz <0

This is differentiable at any point of density for A, and in fact has derivative 1 at any point of
density for A, essentially by the definition of the derivative; because we are assuming that any
x € R is either a point of density of A or of R\ A, then f is differentiable everywhere, and

() = 1 ifzeA,
0 ifxé¢A,

but every derivative has the Darboux property, namely, that if g(x1) = a and g(z2) = b, then for
any c € [a,b], there is some x € [x1, z2] such that g(x) = c. Thus, either A=R or A = 2. O
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We say that 0 > 0 is good if, for every measurable A C R such that A(4) > 0, A(R\ A) > 0, there
is an z € R such that B
§d <d(z,A) <d(z,A)<1-9§

Homework (). Prove that § = 1 is good.
In fact, the optimal § is the unique real root of 8634862 —§ —1 = 0. It’s approximately § = 0.2684. ..
Corollary. Every set of positive measure in R? contains the vertices of a regular triangle.

Proof. Choose a density point x in the set, and choose a ball around x such that
1
AMANB(z,r)) > iA(B(w,r)).

Then if A* denotes A rotated by 60°, we also have A(A* N B(z,r)) > $A(B(z,7)), so there is some

ye ANA*NB(x,r). O
More generally, the same is true for the vertices of a square, or any finite configuration of points.
Is it true that for any sequence x, — 0 in R, that every measurable A C R contains a copy of it?
Unknown in general; if x,, — 0 really fast we know it’s true.

There is a p such that Dy = oo a.e. when we differentiate with respect to the strong differential
basis (i.e. bricks). We can even choose a measure of the form p = [ f. However, we can’t use a
characteristic function f = x4, because almost every x € A is a strong-density point of A.
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Lecture 6 (2012-10-18)

Theorem (Steinhaus Theorem). Let A C R"™ be measurable with \(A) > 0. Let
A-A={z—yeR"|z,yc A}

Then A — A contains a ball around 0.

Proof. Choose x € A to be a density point, and take a small ball B(x,r) around = which A almost
entirely fills, say
A
AANB@ 1) _ g
A(B(z, 1))

Choose a ry > 0 such that
AN B(z,7) N B(x + z,71))

A(B(z,7))
for all |z| < ro, i.e. a distance ro such that shifting the ball B(z,r) a distance < r¢ in any direction
still mostly intersects the original ball.

> 0.99

Then comparing how much A can still intersect B(z + z,7), we see that we must have that
AN(A+z) # @ for all |z| < rg, so that A — A D B(0,r). O

Homework. Given measurable A, B C R" with A(A4), \(B) > 0, prove that

A—i—Bd:ef{a;—i—y]xeA,yeB}

contains a ball, i.e. its interior is non-empty.
The d-topology

Here are some facts:

e Open = every point is a density point

Open in Euclidean topology = open in d-topology

Closed in Euclidean topology = closed in d-topology

Lebesgue null = closed in d-topology

Lebesgue measurable <= Gy in d-topology, hence also
<= F}, in d-topology, hence also
<= Borel in d-topology

Homework. What are the compact sets in the d-topology?

Homework. Show that the d-topology in R? is not the same as the product topology from two
copies of R with the d-topology.
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Definition. For any finite p, we say that f € LP(u) if [|f|Pdu < oo, and define its p-norm to be

1/p
1£llp = 1o = (/VP@Q |

For p = oo, we say that f € L>(u) if there exists a K such that |f| < K a.e., and we define its
oo-norm to be

= inf K.
[ £lloo P

If we define a measure v by v = [ f dX where f € LY()\) but f ¢ LP()) for any p > 1, then if we try
to differentiate v with respect to a non-regular basis there can be problems.

The strong basis consists of all intervals, i.e. bricks,

L x---x1I,CR"

Given an f € LP with 1 < p, we define its maximal function (with respect to the symmetric basis)
to be

Mf(x) = Sup vy /fd)\

BB:Jc

i.e. B ranges over all balls containing . Changlng between balls with center x and just balls
containing z only changes this up to a constant factor.

Theorem. For all 1 < p < oo, there is a constant ¢ = c¢(p,n) such that

1M fllp < ell flp-

Note that this isn’t quite true for p = 1; however, what is true is that

AUSC/UW+M€VD

Mf>1
where log™ = max{log, 0}, or equivalently,

Mf<ec[|fl+e [ |fllog|f|
[ wrsefine |

Mf>1 [f1>1

Let’s construct a ‘“‘bad” function for p = 1; we’ll also switch to the strong (a.k.a. interval) basis. Fix
m € N, and define the set

m

S =[]0, x [0,2).
i=1
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m/2
m/3

Note that
A(S) :m(1+%+~-+%) ~ mlog(m).

Let’s say that A(S) = mLy,, so that L,, ~ log(m).

Now we will “fill”” the unit square with disjoint similar copes of S. We do this in countably infinitely
many steps. In the first step, divide the unit square into m x m squares, and put a (scaled) copy of
S in each one.

The measure of each scaled copy of S is Lﬁ, so that the proportion of the unit square that is covered
is exactly Lﬁ Thus, (1 — %) is missing. In the second step, divide up the remaining area into
small squares and do the same thing to each of them as what we just did to the unit square.

(one of the m? squares in the above picture)

After the nth step, there will be (1 — Lﬁ)n missing from the square, which — 0 as n — oo because
L,, ~ log(m). Thus after doing this infinitely many times, there is a only null set U in the unit
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square which we have not covered. Thus, we have
[0, 1]2 = disjoint union of S, S5, ... together with the null set U,

where the S;’s are scaled copies (with assorted scaling factors) of the original set S.

Let G, 2 U be open sets with A(G,,) < 5. Define, for an (as yet) unchosen constant k,

9n = k- XG, T Xlower left corners | »
of all the S;

where the ‘“‘lower left corner” of an S; means the following region:

Remark. Obviously, g, depends on k; but note that the function g, also implicitly depends on our
initial choice of m. This is important because we will later want to choose functions g,, constructed
in the above manner, but where each of them uses a different value of m.

In S (the original), the lower left corner has measure 1 and the whole set S has measure mL,,, so
the ratio of the measures of the lower left corners and the union of the S;’s is ﬁ Thus,

/ PRL. A
In = o0 T L,

Key observation: every x ¢ U (i.e. every z in some 5;) is contained in a rectangle on which the
average value of g, is > % For example,

Letting Mgg,, denote the maximal function of g, with respect the strong basis, this observation
implies that

1 k
Msgn(z) = su / nd\ > —
5n(7) ron MR) Jr? m

for all x ¢ U (the supremum ranges over all rectangles R containing x).

For all small € > 0 and large K, we choose an m such that L,, > %, and then set £k = mK, so that

kK < €
MLy, Ly 2
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Finally, note that we can choose n such that 2% < 5. Thus, for all € > 0 and K, we can choose
m, k,n such that

k k
/gn =—+——<e and Mgg,(zr) > K almost everywhere.
2" mL,,

To summarize: for all € and K, there is a g = g x such that [ ¢ < e and Mgg > K.

Now define
o0
9= 291/2n,2n
n=1
so that

o0 o 1
n=1 n=1

even though Mgg > Mggy jon on > 2" for all n, i.e. Mgg = oo.

This gets us an L' function whose maximal operator is infinite, but how can we modify this
construction to a make a function whose derivative is also infinite?

In the construction of each function gy /on on as n goes to oo, let the maximum size of the staircases
used go to 0 (i.e., given the m chosen in the construction of g; /2n2n, instead of initially subdividing
the unit square into m x m, divide it up even more finely). Then letting g = > g; /on 2n Again, we
can get Dgg infinite almost everywhere.

This is necessary because the maximal operator is a supremum over all rectangles containing a
given point, while the derivative is defined in terms of shrinking sequences of rectangles containing
a given point, so the increasing ‘‘badness” of the functions g; /on on needs to be visible at smaller
and smaller scales in order for the derivative to notice.

Going back to our theorem, here are two lemmas.

Lemma. For any f as in the theorem,

pl{e | Mf(@) > 1)) < & / fldu.
{IfI>%}

Lemma. For any g > 0,
o0
[ odu= /0 u({z | g(z) > £1) dt.

Proof. Using Fubini’s theorem, which we didn’t cover in class,

/0 p({z | g(x) > t})dt :/0 /X{azg(x)>t}(x> dypdt

://0 X{|g(x)>t} (T) dt dMZ/g(fU) dp O.

[9@) 1 at

This second lemma makes intuitive sense because it is one way of capturing the idea that the
integral is the area under a curve.
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Lecture 7 (2012-10-23)

There will be no class on Thursday; there will instead be office hours in case anyone has questions
before the exam, which is next week (October 30).

Let M denote the collection of all measurable functions on a set X, and by M™, the collection of all
non-negative measurable functions f : X — [0, 0o].

Consider an operator M : M — M*, such as the maximal operator M(f) = suppgs, ‘—é' I3 1]
Suppose that ||M fllco < || f|loo for all f € M and M(f + g) < M f+ Mg, and also suppose that, for

some measure u on X, there is some ¢ > 0 such that

p{x: Mf>t}) < CHJ;HI

(This last condition is called the “weak 1-1 inequality’’.)

Claim. Then there are constants ¢,, ¢’ such that || M f||, < ¢yl f]|, for all p > 1 and every f € M,
and

| mi@ansd /X 1L+ log™ I]) d.
{Mf>1}
Lemma. We have that
plla | M@ > < [ 171w
|F1>%

Proof. “Cut” f at :I:%, and call this function fi; in other words take

f1 = max{min{f, %}, —%}

Let fo = f — fi. Then |f1| <
|M fillos < %, and hence M f; <

everywhere, so that by our assumptions about M, we have
a.e. We also have

SIS

Mf<Mfi+Mf.

Let A= {x| M f(x) > t}. Then for almost all z € A,
t
t< Mf(x) < §+Mf2(x)

so for almost all z € A, £ < M fo(z). Now note that

u(4) < ulfer | Mpa(o) > 1) "L AR E [y 2 [ <2 [ o

t/2 t
IfI>3 If1>3

Lemma. For any g € MT,

o

[ogdn= [~ uttz | gw) > th .
X 0
Proof. This is clear from our intuition about integrals. O
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Proof of our claim. We have
oo
Joasran= [ utte | 25() > ) ar
X 0
Making the change of variables y = t/P, this is equal to

/0 T o | Mf(x) > y})dy

From our first lemma, we have an inequality

/O (| Mf(x) > y}) dy < / pygy / (| dpedy

0 Yy
[f1>%

and then letting ¢, = 2cp,

o0 [ee] 2
/0 PP u{e | Mf(z) > y})dy < /0 i / fldpdy = // eI f| dudy

|f1>% 0<y<2|f|

=0 / |f] (/02|f|yp2dy> dmcp/lfl”

|f1>0

where, in the final expression above, the value of ¢, has changed by a constant factor. O
Recall that a strong Lebesgue point just means a Lebesgue point with respect to the strong basis.
Theorem. If f € LP(R?) for p > 1, then almost every point is a strong Lebesque point of f.

Lemma. For a measurable function f : [0,1]> — RT such that f € LP for p > 1, let ¢ be the
measure defined by p(A) = [, fdu. Then

| Dsedr <ol

Proof of Lemma. Fix some y. Take the maximal function in the x coordinate:

a<z<b b—a/ Sl

m(z,y) = sup

where sup, <, <, means the supremum over all intervals [a,b] C [0, 1] containing . We will see that
m € LP. Define

E= li
(z,9) i d_C/ m(z,v) dv = m(z,y)
(d—c)—0

If x € [a, b], then

(b—a)l(d—c) / f:dic/cd<bia/abf(u,v)du>dv§dic/cdm(x,v)dv

[a,b] x[c,d]
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If (z,y) € E, then -
Dso(z,y) <m(x,y).

Therefore, if we show that almost every point in [0,1]? is in E, and additionally show that
f[o 12 m(x,y) is bounded by cpl| f||p, we will have proved the lemma.

We know that for one-dimensional functions in L', almost every point is a Lebesgue point; thus, if
we show that m is L'([0,1]?), we will have that almost every one-dimensional “slice’ of m is in
L([0,1]), thereby implying that for almost every slice {x} x [0,1], almost every point of the slice
is in E; this then implies that almost every point of [0,1]? is in E (apply Fubini’s theorem to the
characteristic function of F).

Now we see that will be enough to show that f[o pm < ¢pll fpll- This follows from the claim we
proved earlier today:

1/p

/ m < / | - (/Ol/olmp(g;,y)dg;dy>l/pg (/Olcp/olf(x,y)pdg;dyy/p:cp||f||p.

[0,1]2 0,1)2
t

Proof of Theorem. WLOG, we can assume we are working in the unit square, because being a
Lebesgue point is a local property; we are taking smaller and smaller balls around a point, so we
can forget about what the function is doing far away.

Let f € LP. Choose a continuous g such that || f—g||, < €*. Let h = f—g, and define ¢(S) = [q |h| dA.
Define two sets

A={x:|h(x)|>¢€}, B={x:Dgp(x)> e}
We will show that these sets are small.
Note that
h < |lhll, < ¢
[0,1]2
so that A(A) < e. The lemma then implies that A(B) < cye.
If x ¢ AU B, then (letting R be a sufficiently small rectangle)

Jiso = r@lar< [ 1) - @I+ [ —g@lar + [ lot@) - @) as.

<¢|R| since z¢B < ¢|R| since g is continuous =|g(z)—f(z)||R|
and R was chosen small enough <¢|R| since z ¢A

Thus, for any given € > 0, the measure of the set of points  where

limsup — / )| dt > ce

is less than ce. O

We’ve shown that in any regular basis, we can differentiate any L' function (this fact, applied to
characteristic functions, implies that almost every point of a set is a density point).
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We’ve shown that in the strong basis, we can differentiate any LP function for p > 1, but not
necessarily L' functions (this fact, applied to characteristic functions, implies that almost every
point of a set is a strong density point).

If, instead of axis-parallel rectangles, we take the basis consisting of all rectangles including rotated
ones, then NOTHING IS TRUE.

Homework (*). There exists a compact K C R? of positive measure such that, for each x € K,
there exists a line segment that meets K at no other point. (Such a set is called a ‘“‘hedgehog”.)

A hedgehog set demonstrates that the rotated rectangle basis is bad; for any x € K, we can choose
some other y € K arbitrarily close to it such that, taking the line from z to y, we can find a line
segment and then a very thin rectangle around that line segment where most of the rectangle is
disjoint from the set K, making the density go to 0.
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Lecture 8 (2012-10-25)

No class - office hours to ask questions before midterm.
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Lecture 9 (2012-10-30)

Midterm.
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Lecture 10 (2012-11-01)

Today we’ll go back over some more basic material that not everyone has seen yet.
Recall the definition of LP space:

Definition. Given a measure space (X, u), and a function f on X such that [|f|Pdu < oo, we
say that f € LP(u). When there exists a K such that |f(z)| < K almost everywhere, we say that
fe L (p).

Definition. A normed space is a vector space V' with a function || - || : V' — R such that
e |||l =0 for all f, with equality if and only if f =0
o llcfll = lel - II£1]
o [+ foll <Al + £l

We say that V' is complete if p(f, g) = ||f — g is a complete metric. A complete normed space is
called a Banach space.

As we will see later, the norms

1/p
||f|p=</ prdu> Il = inf{K ¢ |F(@)] < K a0}

make LP and L, respectively, into complete normed spaces, but only after we identify functions f
and g if f = g a.e. (otherwise we can have ||f|| = 0 even when f # 0).

Theorem (Hoélder’s Inequality). For any f € LP and g € LY where %4—% = 1, and either
1<pg<ooorp=1,q= o0, we have fg € L' and

19l < 1 f1lpllgllg-

Lemma. For any a,b >0 and 0 < XA < 1, we have a*b'=* < Aa + (1 — \)b.

Proof of lemma. Taking logarithms of both sides,
Alog(a) + (1 — A)log(b) <log(Aa+ (1 — A)b).

But log is concave,

log(z)

so this is true. O
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Proof of Hélder. Let’s do the case when ||f||, =1 and ||g||; = 1 first. Let X\ = % and 1 —\ = %, and
let a = |f(x)|P and b = |g(z)|?. The lemma implies that

[f(@)] - [g(z)] < ;!f(w)!p + (11\9(93)!",

1 p 1 q_l 1_
[u@iwi<! [i@pel fgep=11o0
=1 e

f

and therefore

= |g9” so that we can apply the special case to

/yFGy<1

<1::L/um<uﬂmmm

In the general case, we can just let F' =
see that

and hence

~fgl
1£llpllgllq

Finally, if p =1 and ¢ = oo, we have that

N S

when |g| < K almost everywhere. O

Theorem (Minkowski Inequality). For any 1 < p < oo, we have

Lf +gllp < W[ fllp +llgllp

for any f,g € LP.

Proof. If p =1 or p = oo, this is trivial. Now suppose 1 < p < oo. First, let’s show that f+ g € LP:
by the convexity of the logarithm again, we can see that

p p p
P tlo

‘f+g

and therefore |f + g|P < 2P71(| f|P + |g|P). This shows that f + g € LP.

Now let g be the solution to % + % =1 and let F € LP. Then we claim |F|P~! € L% This is because

pq — q = p implies
(IFP=H)"=|FP

and moreover

—1nq _
IEP=HG = IE15-

Now for the final step. Note that

Hf+mz—/u+QW—/u+grwﬁﬂﬂs/u+mfmf+/u+mwﬂm

€ La

HOlder p—1 p—1 - p/q p/q
P P — P P P p*
< F+ g7 WA+ (11 + g7, - Dglly = 1F + g5 - 11l + 1F + gl gl
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Therefore
ILf + g2 < 1f + gllB91 £ 1o + lallp),

but since p — p/q = p(1 — %) = 1, this implies
1f +glp < 1fllp + llgllp- O

Given a normed linear space B, and a sequence by, bo,... € B, let s, = Z?:l b;j € B. Then we say
that the series Y >, b; converges if there is an s € B such that [|s, — s|| — 0. We say that it is
absolutely convergent if 22, [|b;]| < oo.

Theorem (Riesz-Fisher). For any 1 < p < oo, LP is complete.

Lemma. For any normed linear space B, B is complete if and only if every absolutely convergent
sequence converges.

Proof of lemma. Suppose B is complete. For any absolutely convergent sequence by, bs, ..., € B,
m m
lsn —smll = | D bil| < D lbjl <e
j=n+1 Jj=n+1

if n is large enough. Thus the sequence of s,,’s is Cauchy, and because B is complete the limit exists.

Now conversely, suppose that by, bo, ... € B is a Cauchy sequence, and assume that every absolutely
convergent sequence in B converges. Then for any k, there exists an Ny such that for all n,m > Ng,
we have ||by, — by < 2% Thus,

le + (bN2 - bN1) + (bNa - bN2) +ee

is absolutely convergent because

1 1 1
”b]\ﬁH"i_”bNQ_b1\71”_+_||b1\73_szH"i_"'S ||bN1H+§+7+7+'”<OO

4 8
The partial sums of this series are just by, , by, ..., so that by the assumption that every absolutely
convergent series converges, there must be some b € B such that by, — b. But since by, bo, ... is a
Cauchy sequence, we must also have that b, — b. O

Homework. Prove the p = co case of the Riesz-Fisher theorem.

Proof of Riesz-Fisher. Let 1 < p < co. Then for any sequence f1, fo,... € LP, we want to show

Z | fullp < 00 = Z fn converges in L” to some function f.
—_———

g

Let g, = Z?:1 | fj|, which is in LP. In particular, by Minkowski’s inequality,

n
lgnlly < D lIfllp < o,
j=1

and therefore [ |g,|P < of. The sequence of functions g, is monotone increasing, so gn * g*, and
therefore

/gp:hm/gﬁgo—p = P <oae = g<ooae.
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Thus, Y |fn(z)| converges for almost all z, so

F@) €N fale)

converges for almost all . But we still need to show that the partial sums s,, = 2?21 fj(x) satisfy
||f — snllp = 0. To see this, observe that

J1r=sp< [As1+ 157 < [or

and because |f — s,|P € L1 and |f — s,/P — 0 a.e., we have that |f — s,|P — 0 in L;, which is the
case if and only if |f — s,| — 0 in LP. O

For the rest of this class, assume we have a finite measure space, so that u(X) < oco.
Proposition. For any f € LP and v < p, we also have f € LY. More generally,
L*CIPCLVC---CL.

Proof. Intuitively, this is because raising to any power higher than 1 is no longer concave, it is
convex, making Minkowski’s inequality fail.

Letting X; = {z € X | f(z) <1} and Xy = {x € X | f(z) > 1}, we have that

X/mp— Juw + [isv= i

X1 X5 X2
N——
<p(X)<oo

because |f|P > |f|¥ on X3, so that

[ior= [+ [

<p(X)<oo
is finite, and therefore f € L”. O
Proposition. If f € L>, then f € LP for any p. Moreover, | f|l, = || flloc as p — o0.
Proof. For any t < || f]|co, we have that pu(A) > 0 where A = {x | f(x) > t}. Then

Jie= [ir= [o=eua.
X A A

Thus || f|l, > tu(A)YP. As p — oo, we have that

liminf || fll, > ¢-1,
and therefore liminf || f||, > || f||c. In the other direction, |f| < |/ f||o a.e., so that
J1ow< [ s = 1l - ucx),

and hence | £, < || flls - n(X)17. Therefore, limsup, o [1£lly < | flc - 1 =
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Homework. If ;(X) < oo, is it true that if f € LP for all 1 < p < oo, then f € L7
Theorem. For any 1 < p < 0o, the simple functions are dense in LP.

Proof. The case of p = 0o is easy - to define a simple function close to f € L, break up the range
of f in steps of size €, and on the set {z | ke < f(z) < (k + 1)e}, set the simple function to be ke.
This is a simple function because it will only take on finitely many values (since || f||~ is finite),
and it differs from f by at most € everywhere.

Now let 1 < p < co. Note that it is enough to show the claim is true for f > 0. Fix an € > 0, and
let A={z| f(x) > 0} where § is chosen such that

fIP < -.
/X/AII ;

Choose an n such that A, = {z : f(x) < n} satisfies

Jou <
X\An

€
4p(Ap)
Then, again breaking up the range of f, we define the set

[0

RN

Lastly, choose 1 such that

:np_

M, =A{z € Ap | (v = 1)y < f(z) <wnj,

and now we can define the simple function

] ifx ¢ Ay,
gle) = {(1/—1) it z € M,

This satisfies

Jumar= [ e S [ e [ < () v ont 4 () <o 0

=¢/4

Next time, we’ll look more at the special properties of }D + % = 1. In particular, we’ll prove that the
dual of L? is L? and the dual of L! is L.
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Lecture 11 (2012-11-06)

There will be no class on Thursday.

There were 3 questions on the exam, with a maximum score of 1 each. The grading scale for the
midterm is

A 2
‘B|15
c| 1
‘D05

Some people were confused about the definition of a measurable function. Recall that, for measurable
spaces (X, A) and (Y, B), a function f : X — Y is (A, B)-measurable if for all B € B, we have
f~1(B) € A. When Y is a topological space, then we just say A-measurable, because (unless specified
otherwise) Y will be given the Borel o-algebra. This is equivalent to requiring that f~(G) € A for
all open G C Y.

Let’s get back to what we talked about last class.

Definition. Let B be a normed linear space. A linear map A : B — R (or A: B — C) is called a
linear functional.

Definition. Let Bj, By be normed linear spaces. A linear map A : By — Bs is called a linear
operator. We say that A is bounded if there is some K for which ||Az|| < K||z| for all x € B;. The
best possible K is

sup ||Az|.
[|lzll=1

We call this the norm of A. It turns out that the bounded linear operators themselves form a normed
linear space under this norm; and in particular, we call

B* = {bounded linear functionals A on B}

the dual of B, which is a normed linear space with [|A|| = supj, 1 [A(z)].
Example. Let B = R", with norm

/
Izl = flzllo = (3" 2) "

What is B*? Let eq,..., e, denote the standard basis for R"”, and given a linear functional A, let
A(e;) = ¢;. Then
A@) = mje; = (z,¢) < ||zl - [|cll2,

so ||A]] < |lc|l2, and because |A(c)| = ||c||3 we must have that ||A|| = ||c||2- The map identifying A
with ¢ is linear, and it preserves norms. Thus B* = B.

Theorem. For any 1 < p,q < oo with % + % =1, orp=1,q =00, we have (LP)* = L1.
Remark. Note that this implies (L?)* = L?. Also, (L>°)* # L.

What do we really mean by this theorem? For any A € (LP)*, there is some g € L% such that
A(f) = [ fgdp for all f e LP.
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Proof. Suppose that g € L9. Define A(f) = | fgdu. We need to show that this is in fact a bounded
linear operator.

It is obvious that A is linear, and it is bounded by Hoélder’s inequality:

mun=U}4swwa

This shows that ||A]| < ||gl4, and in fact we have equality, because choosing f = g97!, we have

If1II5 = |lgll?, and therefore
[ o= [197 = st

Now we want to prove that any element of (LP)* can be obtained this way. We will prove it in the
case that y is finite, i.e. p(X) < oo.

Homework. Prove this claim when p is any o-finite measure.

Given a linear functional A € (LP)*, how can we construct the corresponding g? For any meausurable
set A, we have that x4 € L® C LP (this inclusion holds because  is finite). Now denote A(x4) =
©(A). We claim that ¢ is a measure (note that we don’t know ¢(A) will be positive, so this could
be a signed measure).

Given pairwise disjoint measurable A1, Ao, ... we have
o n o
A=|]JA4;= (UAj)u< U AJ>
j=1 j=1 j=n-+1
B

Because A is linear,

We need to show that ¢(B,) — 0 as n — co. Because A is bounded,

(Bl = [ACcs )l < M- xsaller < 1AL (Ba) 7.

not true
for p=oo
Because
oo
w(Byp) = Z pn(A;) =0 as n— oo,
j=n+1

we are done. Note that this also demonstrates that ¢ < p. By the Radon-Nykodim theorem, there
is some g € L' such that

A(xa) = p(A) = /QXA dp.

So, we just need to show that g € L4. In the case that p = 1, we have

o] = < 1w,
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and therefore

]@[quu' <A

for any meausurable A with p(A) > 0. This shows that |g| < ||A| w-a.e.

For 1 < p < o0, because
A(h) = / hgdp  for every characteristic function h,
we therefore also have that
A(h) = / hgdp  for every simple function h
because A and [ are linear, and then
A(h) = /hg dp  for every L function h

because if h € L* then for any € > 0 there is some simple h; such that |h — hi]ec < € (we've
proved this before), and this means that

AH) —/hg] - 'A(h—ha ~ =g+ A) —/hlg' < AGh— )] +\/<h—hl>g\.

N———
<IIA[-h=Pallp

=0 .
< ||A]-ep(X) /P <ellglh

Because g € L', the sets A, = {z : |g(x)| < n} have the property that u(X \ A,) — 0 as n — co.
Let

f=1g/""" -sign(g) - xa,-
Because f € L, we know that A(f) = [ fg. We have

J =8 <1 (/X 7 "’) o ( /. g\q) v
([ )™ =(f o) <

for all n, which implies that ||g|l; < ||A|. To show that there is actually equality, choose f such
that [[f]I5 = llgllg- [

and therefore

Now we will prove Fubini’s theorem. First, we need to discuss what it means to take the product of
two measures.

Given two measure spaces (X, A, u) and (Y, B,v), for any A € A and B € B, we define p(A x B) =
wu(A) - v(B). We extend ¢ to a measure on the o-algebra on Z = X x Y which is generated by sets
of the form A x B for A€ A, B € B.

Theorem (Fubini). If ¢ is o-finite and [, f dp exists, then the function

g(x) /Y f(y) dv

/Xg(w)duz/zfdsa
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Homework. Let X =Y =0, 1], and define f: X x Y — R to be

1 itz =y,

Let pu be Lebesgue measure on X, and v be counting measure on Y. Calculate

[ ([ swav) au
/Y</Xf(:r7y)dM> dv,

Homework. On the midterm, you showed that for measurable A, B C [0, 1], the function

and

and explain why Fubini fails.

F(H) = AN (B +1)

is continuous. Now, find [ f(¢).
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Lecture 12 (2012-11-08)

No class.
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Lecture 13 (2012-11-13)

Today we’ll talk about calculus of several variables.

On the real line, we know

b
/ f@)de = F(b) — Fla),  f=F"

Note that {a,b} is the boundary of the interval [a, b].
Does this generalize to higher dimensions? That is, given some region H, can we say
/ (something) = / (something else) 7
H OH

Let’s start with the case when H is a rectangle [a,b] X [c, d],

A

Let F be a function, and F, and Fj its partial derivatives. Then

/Fy(a;,y)da;dy—/ab (/CdFy(x,y)dy) dm—/ab(F(x,d)—F(x,c))da:——/aHF(x,y)dx

Similarly,

/Gm(x,y) dr dy = /Cd (/ab 9o (2, y) dw) dy = /Cd(G(b, y) — Gla,y)) dy = - G(z,y) dy.

Putting these together, if F', G, F,, and G, are continuous, then

/(Gx—Fy)dxdy:/ Fdzr+ Gdy.
H OH

Thus, the statement is true for all rectangles H, and hence true for all triangles (divide a rectangle
diagonally), hence true for all polygons H (triangulate the polygon). This then implies it is true for
all closed rectifiable curves H, because we can approximate them with polygons:
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with
Lte Lo da
P H oP oH
Finally, this implies it is true for all H with rectifiable boundary (rectifiable means finite length).

Remark. What exactly do we mean by fv fdg for a curve v7 We break up v into smaller and
smaller segments

and then define the integral to be the limit of the quantity
> Fwp)glay) — g(zi)-

Given a domain H C RY (which may have holes),

and a function ¢ = (¢1,...,pq) on H, we say that a function v : H — R is a primitive of ¢ if u is
differentiable on H and u’' = ¢.

Does every function have a primitive? No. Suppose v’ = (f, g), and that w is twice differentiable; if
f = u, and g = u,, then
fy = Ugy = Uyx = Jz-

Our result above implies that for any rectifiable curves v and ' with endpoints (xg, yo) and (z,y),

we will have

/fdx+gdy—U($,y)—U(xo,yo)—/ fdx+ gdy.
v v
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Therefore, a necessary condition is that f7 = 0 for any closed curve 7. When we assume everything
is nice, it turns out this is also a sufficient condition.

Theorem. Given continuous f,g on H, there is a primitive u for ¢ = (f,g) if and only if
fv fdx+ gdy =0 for any closed curve 7.

Proof. We just did the = direction.
To see <=, fix some (zg,yo) € H, and define
v

where 7 is any curve that connects (xg,yo) to (z,y).

Because o
y
h) — g(t)dt
ot s 0
and similarly with = and f, we are done. O

Theorem. If f, g are differentiable on H, and H is simply connected, then there exists a primitive
u for (f,g) if and only if g. = fy.

Proof. We’ve done the = direction.

To see <=, note that because H is simply connected, the region bounded by any curve v in H is
a domain A entirely contained inside H, and therefore

/fdx—i—gdy:/gx—fydxdyzo. O
vy AN—~—

Definition. If u is twice differentiable, we say that u is harmonic if
AU = Ugg + Uyy = 0.

A is called the Laplace operator.

Examples. Clearly, any linear function is harmonic. For a second order polynomial u = az? +
bxy + cy?, we have Au = 2a + 2¢, so that 22 —y? and xy are a basis for the vector space of harmonic
second order polynomials.

Homework. Find a basis for the vector space of harmonic polynomials in x and y of degree 6.

The key property of harmonic functions is that their value at a point is determined by their integral
on a circle around that point, which is what we’ll prove now.

Ja=[ 6 [r--[F
H oH H oOH

Let’s choose G = u,v and F' = u,v, for some function v. We get that

/ (UgzV + Uzvy) dedy = / UpV, / (Uyyv + uyvy) de dy = —/ Uy .
H OH H OH

We know that
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Thus 9
/ (Au)v + (v, 0"y dedy = / v(ug dy — uy do) = / v s
H OH

OH 8n

where ug dy — u, dz = (v, (dy, —dz)) = (u/,n’) (?) and n is the normalized unit vector in the radial
direction (see picture below). This is known as the first Green formula.

The second Green formula (or symmetric Green formula) says that

ou ov
Au-v—Av-u) = U .
/( u-v V- w) /6 v u

ou
Au = —_—,
/H o On

Choosing v = 1, we have

and therefore, if u is harmonic, then

% ds = 0.
OH 8n
On a circle,

n
,A

we have 5 9

u u

on_ or ds = pdy

so that the integrals [ g—fl ds and [ g—{ rdp are equivalent for any f. Thus, if u is harmonic,

@ds:o
6H87’L

/27r %
0 87" r=p
p/27rau

0 8T r=p

2m
5/0 udp = 0.

Therefore, u has the same integral on concentric circles.

pdp =0

de =0

Letting I(r) = f027r u(r cos(p), rsin(p)) dyp, this just means that I’(r) = 0, so that I(r) = a constant.
In fact, it is easy to see that we must have I(r) = 27u(0) for any r.
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If w is harmonic and v = i(mQ +9?), then Av = 1. Letting H = B(0, p),

2 1 1 2au> P2 2m
u= U =—p— —p°— pdnp:/ udep.
/H /0 ( 2 4" Or 2 Jo

1 1 2
— U= — wdep.
0% JB(0,p) 2m Jo

Therfore

This says that the average of v on the disc is equal to its average on a circle, which is equal to u(0).

Let’s consider harmonic functions that depend only on one variable. For example, if u(x,y) = u(x),
then we have ugz; + Uyy = Uz = 0, SO u = ax + b.

Homework. If u(x,y) depends only on r, what form must u have? What if « depends only on ¢?

Let’s consider the Laplacian in polar coordinates. We will write u(r, p) = u(r cos(p), rsin(y)). What
does it mean to say Au = 07 We have

Uy = Ug cOS(p) + uy sin(y)

Upp = (Ugz €OS() + Ugy sin(p)) cos(p) + (Uye cos(@) + uyy sin(p)) sin(ep).

We also have
Up = —Ug - T8In(P) + uy - 7 cos(p)

SO
Upp = —T(—Uga T SIN(P)FUgyr cos(p)) sin(p) —uy cos()+1 cos(@) (—ty, sin(@)+uyyr cos(@))—u,rsin(p)
Taken all together, we therefore have Au = 0 implies

Uy + 7”2u7~7~ + ru, = 0.

If u depends only on r, then r2 - u” + ru’ = 0, so that r - f/ + f = 0 where v/ = f, and therefore
fo1

f r

(log(f))" = —log(r)
so u = clog(r) + d.
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Lecture 14 (2012-11-15)

Homework. Does the function ( have a primitive on the following domains? If yes,

find one.
1. The upper half plane
2. The lower half plane
3. The right half plane
4. The left half plane
5. R?\ {0}
Last time, we showed that log(r) is harmonic on R?\ {0}.

Let u,v be harmonic, and assume that v is of the form v = —log(r) + w

a

Because u and v are harmonic (i.e. Au =0 and Av = 0) and using the second Green’s identity,

O_/Zw _l_f_@

N 0 b R (97"
(1
8

0
—(—1lo w)—
IBECCCE >8

; r= R:|
) — (—1log(p)
r=p

2m 2m 2
:/ (uaw —w@ )R—/ aﬂ / 2R
0 or r=R or r=R 0 87“ R r=R
=0 ;’0
2T ou 27 8'& 27 u
+ Rlog(R / — —plog(p / + -
(7) o Orl_g (®) 0 0 P r=p
%,_/

=0

Thus, letting
2
10) = [ utrcos(e). rsin(i)),
0
we have that 0 = —I(r) + I(p), so that I(r) = constant = 27u/(0, 0).

Corollary (Maximum Principle). If u is harmonic on a domain H, then if there is any (zo,y0) € H

such that u(xo, yo) = Max(y y)e g w(w,y), then u is constant. Moreover, the same is true for a local
mazimum.
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Proof. Suppose that u(xg,yo) is maximal on B((xg,yo), R). Then for any 0 < r < R,

1 [ .
% U(mo + TCOS(@)a Yo + Tsm(‘P)) = u(x0, Yo),
0
SO
1 (% .
Py (w(zo,yo) — u(zg + 7 cos(p), yo + rsin(p))) = 0,

0 ~~

>0

so because u is continuous, we must have that u is constant on B((zo, o), R).

For the case of a global maximum, suppose S = supy u. If S = oo, then nothing to prove, and if
S < oo, let A={z|u(z) =S}. By what we’ve proved about local maxima, A must be open; but
because u is continuous, A must be closed. Because H is a domain, it is connected, so this forces
A=gor A=H. O

The minimum principle is also true, because the negative of a harmonic function is still harmonic.

Corollary (Uniqueness). If u and v are harmonic on H, and continuous on the closure H, then
ulog = vlgy tmplies that u=v on H.

Proof. If u and v are harmonic on H, then u — v is also harmonic on H, and u — v|pg = 0. If u — v
is not constant, then maxz(u — v) can only be attained on 0H, and same for the minimum. [

Remark. We are assuming throughout that the boundaries of our domains H are rectifiable curves,
so in particular, domains H are assumed to be precompact.

How can we find u from its values on the boundary of H?

For any z = (z,y), let r = |a — z|. Take a small disk of radius p around a, and let H, = H \ B(a, p).

Let u be harmonic on H, and let v = —log(r) + w, where w is an arbitrary harmonic function on
H. Then v is harmonic on H, (it wouldn’t have been defined if we hadn’t removed the small disk
around a) and because u is harmonic on H, it is also harmonic on H,, so by the second Green’s
identity,

But 0H, = 0H — 0B(a, p), so we get that
ou ov
/8Hvan_uan:/83(a,p)van_uan
| ()
r—p r  Oor

2
= /0 [(— log(r) + w)gr

] ’
r=p
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- —I—/27r w%—ua—w +/2ﬂu
r:pp 0 37‘ 87’ p 0

2 o
o) [ 51

—_———
=0 =0, by second Green’s

= 27u(a)

and therefore

/aH ((—log(r) + w)% _ 3(—10%(7:) + w)u> _ mu(a).

This is known as the third Green’s identity.

The Dirichlet problem is, for a given function f, how to find a w with Aw = 0 and w|gyg = f. It
turns out that if F is twice differentiable, and F|py = f, then we can take w = minp [, |F’[?; that
is, the minimum is attained at a function F' which is harmonic (we leave this without proof).

Definition. The Green function g,(z) = —log(r) + w, is defined as follows. We want
1. continuous on H and =0 on 0H.

2. go(2) >0 (in fact g, > 0 except on the boundary); this is because — log(r) is arbitrarily large
close to r = a (we threw out a small disk around a though), so the function is positive at
some point, so 0 (the value on the boudnary) must be the minimum.

3. ga + log|a — z| is harmonic on H.
It turns out that these properties specify g,(z) uniquely.
Theorem. For any a # b, go(b) = gp(a).

Proof. We take the domain H and throw out disks of radius p around a and b, to avoid the
singularities of the logarithms there. Call the resulting domain H,,, i.e.

Hyp = H\ (B(a, p) UB(b, p))-

Then because g, and g, are harmonic on H,,, and because they are 0 on 0H, we have

/ % _ % =0 and / % — % =0

which, because 0H = 0H,, + 0B(a, p) + 0B(b, p), implies

/ <g agb—gbaga)Jr/ (g agb—gbaga> =0
9B(ap) \ On In B\ On on

/ g 222 p
oB(ap) \ O r—p

= / [(— log(r) + wa)% O(= log(r) + wa)
9B(a,p) r

— % or
and (because w, is harmonic) the only non-zero term in this is

Note that
99a
9o or

r=p

] )
r=p

r=p

1
P = 2mgy(a).
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However, we have to be careful in applying the same calculation to the other integral, namely
fa B(bp)* because in the expression
p
r=p

/ g, 290
oB(ap) \ O

switching a and b gives a minus sign. Thus,

99a
9b or

r=p

2mgy(a) — 2mga(b) =0,

and we are done. O

Now we will compute the Green function for B(0,1). We write g,(2) = —log |z — a| + w. We know
that we want g,(z) = 0 if |z| = 1, and choosing a = 0, we see that go(z) = —log(z) works. What
happens for a # 0 though?

We apply Appollonius’s theorem, which is that the set of points z such that ‘l’:z‘l = constant is a
circle,
m b
N
Homework. Prove Appollonius’s theorem.
We choose a b such that |a| - [b| = 1, and we see that the circle for which ||j:2|| = ﬁ is precisely the

circle |z| = 1.

We have .
log |z — b| — log |z — a| = log <H>
a
and
w = log |z — b| + log |al,
so that

gl = tog (Jal- =2 ).

|2 —a

Let z = (rcos(p),rsin(y)), a = (pcos(#), psin(f)), and b = (% cos (), % sin(#)).

Then 1 )
log|z —a| = 3 log |z — a|? = 5 log (1 4 p* — 2rpcos(p — 0))
so that 5 ) S 0
710g|2_a|:7. r—= p(COS(SO— ))
or 2 r2+p%2—2rpcos(p —0)
" L(cos(ip — 0)
1 2r — 2=(cos(p — 0
—log|z—b] == — :
2 r24 oz — 2y cos(p — 0)
Therefore
0 la||z — b] 1—p?
_710g = .
on |z — a 1 —2pcos(p — 0) + p?
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Theorem. If u is harmonic on B(0,1), then

1

21 . 1- p2
_ 27T/0 u(cos(¢p), sin(y))

u(a) 1-2p cos(p — 0) + p?

for every p < 1.

The function P(p,d) = m is very special, so it has a name: the Poisson kernel.
Corollary.

1 27

— P —-0)=1.

o7 ), (o= 0)

Homework. Prove that P(z,y) = P(pcos(d), psin(d)) is harmonic.
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Lecture 15 (2012-11-20)

Recall that last time, we defined the Poisson kernel

P(p.0) = —5
P 1 —2pcos(d) + p?’

We know that P is harmonic.

Theorem. If u is harmonic on {|z| < 1} and continuous on {|z| < 1}, then

1

2w
u(a) = u(pcos(v), psin(v)) = P /0 u-P(p,p —v)dep.

Theorem. If f = f(cos(p),sin(y)) is continuous, then

27

wa) L7 P ) dy

- 2 0
is harmonic on the open disc {|z| < 1}. and
u(a if |la| < 1,
vy~ {v@
fla) iflal =1
1s continuous. Thus, the Poisson kernel preserves continuity.

Proof. Because P is harmonic, and finite sums of harmonic functions are harmonic, then in the
limit, the integral defining u(a) is harmonic.
Now, we want to show that u*(a) is continuous, i.e. that u(a) is close to f(a’) if a is close to a':

a/

This is because the Poisson kernel will weight values close to a’ more than further points. Thus, we
are taking the weighted average concentrated around a’. When a is close to a’, we have that p ~ 1
and v = ¢, so that the Poisson kernel is approximately

1—p? __ small

2[1 — cos(v — ¢)]] ~ small’

Homework. Formally prove that u*(a) is continuous.
For the following material, you should read the proofs somewhere yourself.
Definition. Given f € L'([0,2n]), the Fourier coefficients of f are defined to be

1 2m )
Cn = — flx)e ™, —00 < n < 400.
2 0
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Theorem.
1. f € L' implies that c,, — 0 as n — Foo0.
2. f € L? implies that " |cy|* < 0o. Moreover, Y |cn|? = || f]|2-

Remark. In the measure space (Z, P(Z),#) (i.e., Z with the counting measure), then c¢(n) € L? if
and only if Y |c,|? < co. L? of this measure space is usually referred to as 2. The Fourier transform
is a bijection between L? functions on S! and L? functions on Z.

Remark. We can define the partial sum functions

N
SN = g cne™
n=—N

The sequence of Sy’s is Cauchy in L?, and therefore it converges in L?.

Note that
i o eInT o =ima o 1 lf n=m,
2m 0 ifn=#m.
In fact, defining an inner product on L? by (f,g) = [ fg, we have that the functions {f/zg} form an

orthonormal basis of L? (note that we have normalized them with a factor of r) We also see that
(5 = [ 1P =151

Convolution

Integrating against the Poisson kernel is a special case of something called convolution.

Given f :Z — C such that > °° |f(n)| < oo, then

Z f zz’n

n=—oo

n=—oo

(Z is the unit circle, i.e. R/[0, 27]).

Now consider
o0

For g = 3 some) (3 gme).

n=—0oo m=—0o0

By Fubini’s theorem, this is equal to

S F(n)g(m)etrm) Z e S fm)g(n) = (F = 9)(),

n+m k=m+n
where f x g is the convolution of f and g.

Proposition. If f,g € LY(Z), then (f x g) € LY(Z).
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Proof.

S I+ g)(k Z

Zf\

k k=m-+n
< Z > 1fm)llg(m
k k=m+n

- (;mnn) (;\gw—mn) = I£ I gl s

Now, instead of considering the functions n — e™*, let’s look at t — €'**, where z,t € R? and xt
means the dot product of = and ¢.

Definition. For f,g € L'(R%), define their convolution to be

(f+9)(a /f

Theorem. For any f,g € L'(R?),
1. f xg exists at almost every x.

2. fxg €Lt and||f* gl < | fllllgl:-

3. * 18 commutative and associative.

Proof. Observe that

/Rd/Rd|f(y)\’9(a:—y)!dyd:c:/Rd|f(y)\</w ]g(a:—y)]da;)dy

= (17w lgh dy = 11 gl

which proves claim 2. This also implies that

[15@llgte — iy < o

at almost every z, so indeed f * g exists a.e., which is claim 1.
Claim 3 is clear; for example, swap f and g in the sum for commutativity. O
Homework. If f € L' and g € LP, does it follow that f x g € L? and ||f * gll, < ||fl1llg]l»?

Homework. If % + % =1and f € LP, g € L9, show that f * g is continuous and tends to 0 as
|z| — oo.

Homework. Prove that there is no ‘“unit’” function, i.e. that there is no f € L' such that fxg =g
for every g € L.

Lemma. Let f € L' and y € R%. Define fy(@) = f(x +y). Then

li S —)
lim £, = fll =0
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Proof. If f is continuous and compactly supported, then this is trivial; if we integrate a small € on
a bounded set, we’ll get something small.

Now, take an arbitrary f € L', and choose a g which is continuous and compactly supported such
that || f — g|[1 < €. Then

fy—F=fy—9y) +(9y—9)+ (g f),
Note that f, — gy = (f — ¢)y, so that

1y = Flle < M1fy = gulls + [lgy — gl + llg = Fllx < 3e. H

For t € R, let f; (not translation) be a non-negative function such that [ f; =1 and f;(z) = 0 for
|x| > t. These functions are ‘‘approximate units’’.

>

t

We can think of f; x g as a weighted average of g around 0.
Theorem. For any g € L', we have ||fi g —g|1 — 0 ast — 0.
Proof. First, note that

lfivg =gl = | ‘ [ 1wt =y - o) ds

:/I/ft(y)(g(ﬂf—y)—g(w»dy

dzx

< [ [ late =)= gta) e fiwydy

and, by the lemma, once t is sufficiently small we have that

<e fily)dy = e. O
lyl<t
Example. We could take
o XB(O,t)(y)

in which case

(ea)@) = [ ale=n) iy ™™ st | a0 = 3507 /B(O »?

which goes to g(z) a.e.

Example. Let % + % = 1. We could take f € LP, and map g € L? to [ fg. We know that

Ifllp = IAfll = sup [Af(g)]-
geL

llgllqa=1
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Theorem. Let % + % =1, withp < oco. For any f € LP and g € L4,

()@ = [ 1=ty

exists for every x, and in fact is continuous. Moreover, || f * glloo < | fllpllgllq-

Theorem. Let f; be approzimate units, and let g € LP with 1 < p < co. Then || f;* g — g|p — 0 as
t— 0.

Proof. It will suffice to prove that for any h € L9,

/Rd(ft % g — g)h < (small constant)||h||q,

because LP is the dual of L? and this would show that the operator norm of the integrate-against-
(ft x g — g) operator on L? (which is equal to the LP norm of f; x g — g) is small. We know

that
/ ft dy7

//ﬁ z—y)— Dﬁ()()@dxéﬁ} gy — gl lllg dy-
yl<t

Therefore, it will suffice to show that

so that

[ la=gly =0
lyl<t

as t — 0; but this is clear. ]
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Lecture 16 (2012-11-27)

Today we’ll be starting probability. We’ll mainly discuss some terminology and notations.

Definition. We say that (€2, F, P) is a probability space when it is measure space ({2 being the
underlying set, F the o-algebra, and P the measure) such that P(Q2) = 1. We say that Q is the set
of outcomes, F is the o-algebra of events, and P is the probability measure.

Examples.

e We can make a probability space representing flipping a coin n times. We let Q = {H,T}",
F = all subsets of Q, and P(w) = & for each w € (.

e Now suppose we are flipping a coin infinitely many times. Then €2 consists of all infinite
sequences of H and T', and F is the o-algebra generated by cylinder sets, e.g.

{(z1,22,...) €Q|x1=H,z0=T,...,20, = H}.

Finally, we define P to be the product measure (%5 o+ %5T)N, or in other words the measure
such that P(C) = 5% when C'is a cylinder set in which the first n coordinates have been fixed.

Definition. A random variable X is a function X : Q — (—o0,00) such that X~1(B) € F for
every Borel B C R. We define

def
px(B) =

which specifies a measure on R. We say that this is the distribution of X. The distribution function
of X is the function defined by F(z) = pux((—o0,z]) = P(X < z).

P(X € B) = P(X~1(B)),

Here are some basic properties of the distribution function.

e lim F(z)=1

T—00

e lim F(z)=0.

T—r—00

e F'is monotone increasing.

F' is right continuous, but not necessarily left continuous:

lim F(xz+e¢€) = F(x) # Elirgl_ F(z +e).

e—0t

It turns out these properties actually characterize the functions F' which are distribution functions.
We can see this by defining

then extending px to all Borel sets.

Definition. If there is a function f : R — [0,00) such that P(a < z < b) = f; f, we say that
f is the density of X. If it exists, we then have that f_oooo =1, and if f is continuous at x then

f(z) = Fl(x).
Definition. The characteristic function of an event E& € F, i.e. the function
() 1 fwek,
w) =
XE 0 ifwd kb,

is called an indicator function when we are doing probability.
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Examples.

e Returning to flipping coins, we let (€2, F, P) represent flipping a coin infinitely many times.
Define
1 if nth flip is head,

0 if nth flip is tail,

Xp (w1, wa,...) =w, = {

and let S, = X7 +--- 4+ X,,. Then S,, is the number of heads in the first n flips. Define F,, to
be the o-algebra of events that depend only on the first n flips. Then S, is also a random
variable on (2, F,, P), but S,,11 is not.

e Let p be a probability measure on (R, Borel). Consider the random variable X : R — R which
is the identity function on R. Then pux = p.

e We say that X has normal distribution with mean p and variance o2 if X has density

1
V2mro?

In particular, the standard normal distribution (1 = 0,0 = 1) has density f(z) = —= e~2°/2

so that -
d(x) = — e_t2/2 dt.

e If X is a random variable and g : R — R is a Borel-measurable function, then Y = ¢g(X) is
also a random variable.

o (@—)?/20

fz) =

e The Cantor function

| wieo

[NE

| wi=

0

O

wl=
Wk
o~

©loo

1

O~

is a continuous function from R to [0,1], and it is a distribution of some random variable (it
meets all of the criteria we set above). It has no atoms (i.e., no points of positive measure),
and no density function. Its distribution is also not absolutely continuous with respect to the
Lebesgue measure, because the Cantor function maps the Cantor set (which has Lebesgue
measure 0) onto [0, 1] (which has positive Lebesgue measure).

Definition. The expected value E(X) of a random variable X is defined to be

E(X) :/XdP:/:cduX.

However, F(X) may not exist, because the function could approach both positive and negative
infinity.

It is easy to see that for any Borel-measurable g, we have

E(g(X)) = / o(x) dpx,
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and that if X has density function f, we have

~ [ f@yg(a) ds

Definition. The variance Var(X) of a random variable X is defined to be

Var(X) = B(X - E(X))?)
= E(X2 —2X - E(X)+ E(X)?)
= E(X?) - 2E(X)E(X)+ E(X)?
= E(X?) - B(X)".
The variance is often denoted by o2, so that o = /Var(X) (you can see that Var(X) is non-negative

via Cauchy-Schwarz, Jensen’s inequality, or simply by noting that Var(X) is the expected value of
something non-negative).

Theorem (Markov’s inequality). For any random variable X, we have

B(X])

P(X]>¢) <
C

Proof. Define a new random variable X. by X. = cx|x|>.- It is easy to see that X, < |X|. Now
note that
c-P(|X|>¢)=c-P(X.=c¢) = E(X.) <E(X]). O

Theorem (Chebyshev’s inequality). For any random variable X, we have

Var(X)
P(X - B(X)| 2 ) <~

Proof. Applying Markov, we immediately get that
Var(X)

P(X ~ B(X)P 2 &) <

O

2
Homework. Show that for any Borel-measurable, non-decreasing f : [0,00) — [0,00) and any
non-negative random variable X, we have, for all c,

P(X >¢) <

Definition. We say that events A, B € F are independent if P(AN B) = P(A) - P(B). More
generally, the collection of events { A }aer is independent if

P(Ay,N---NA,,) =P(Ay,) - P(As,)

for all finite subsets {a1,...,a,} € I. Note that this is not the same as the A,’s being pairwise
independent.
Example. Suppose we are rolling a die twice. Let

Ay = {sum of the rolls is 7},
Ay = {first roll is 1},

Last edited Math 312 - Analysis 1 Page 59
2012-12-08 Lecture 16



As = {second roll is 6}.

It is easy to see that

P(A1) = P(43) = P(43) = .

We have .
P(AlﬂAg) :P(Al ﬂAg) :P(AQHA3) = %,
so the events Ay, Ay, A3 are pairwise independent, but

1 1 11

so the collection is not independent.
Definition. If F, for a € I are o-algebras, we say that the F,’s are independent if

P(Ay, N---NA,,)=P(Ay,) - P(As,)

for all A,, € Fo,s-..,Aq, € Fa,-

To any random variable X, there is a corresponding o-algebra Fx = {X~'(B) | Borel B C R},
which is the smallest o-algebra on which X is measurable.
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Lecture 17 (2012-11-29)

Independence of Random Variables

Let X4,...,X, be random variables.

Definition. Their joint distribution is the function
Fty, ... tn) = P(X1 < t1,..., X, <tp).

Their joint density, if it exists, is the function f such that

/f(xl,...,xn)d$1-~-dacn:P((Xl,...,Xn) € B)
B

for all Borel B C R™. We define

The following statements are equivalent:
e Xi,...,X, are independent
e The o-algebras Ti,...,7T, are independent
® JU=p1 X X iy
o If the densities exist, f(x1,...,zn) = fi(x1) - fu(zn)
o P(X1€Bi,...,Xn €B,)=P(X, € B)) - P(X, € By).

For any X and Y, we know that E(X +Y) = E(X) + E(Y) because the integral is additive. If X
and Y are independent, it is also true that E(XY) = E(X)E(Y). We can see this by looking at
discrete events (simple functions): if X = ¢; with probability p; (we call this event A;) and Y = d,,
with probability ¢,, (we call this event B,,), then

E(X) = ijCj, E(Y) = Zderm

and because P(A; and B,,) = p;jgm, we have

E(XY) = ijqmcjdm.
7m

We can then pass to arbitrary measurable functions in the standard way (take monotone limits of
non-negative simple functions to get arbitrary non-negative measurable functions, then consider
differences of non-negative measurable functions).

Homework. We’ve shown that independent random variables X and Y are orthogonal, i.e. they
satisfy E(XY) = E(X)E(Y). Is the converse true?

Proposition. If X4,...,X,, are pairwise orthogonal, then

Var(X1 +---+ X,) = Var(X;) + - - - + Var(X,,).
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Proof. Because Var(X) = Var(X + ¢) for a constant ¢, we can assume that E(X;) = 0 for all j.
Then

Var(Xy + -+ Xp) = B[(X1 + - + X»)?]
= E(XC X7 +2(X Xi X))
=Y B(X}) + 2 E(X;X;)
=Y Var(X;) + 2 E(X;) E(X;)
I atn g
= Var(X;) + -+ Var(X,,) O

There are extreme cases where Var is not additive:

Var(X — X) =0, Var(X + X) = 4Var(X).
Definition. When we are doing probability, we refer to convergence in measure as convergence in
probability. Thus, X,, — X in probability when for all € > 0, P(|X,, — X| > €¢) — 0 as n — oo.

Definition. When we are doing probability, we refer to convergence a.e. as almost sure convergence.
Thus, X,, — X almost surely when there exists an event A with P(A) = 1 such that X,,(w) = X (w)
for all w € A.

Homework. Suppose that X1, Xo, ... have the property that E(X,,) — p and Var(X,,) — 0. Show
that X,, — p in probability, but not necessarily almost surely.

Definition. We say X;, Xs,... are independent indentically distributed (i.i.d.) random variables
when they are independent and have the same distribution. Intuitively, this means they are different
occurrences of the same variable, e.g. X; = flipping a coin, Xy = flipping the coin again, etc.
Denoting F(X;) = p and Var(X;) = o2 for all j, we have that

. e . e 2
E<X1+ +Xn> _ Var<X1+ +Xn> _o
n n n

Theorem (Weak law of large numbers). If X1, Xo,... are i.i.d., then

Xt X
n

wn probability.
Theorem (Strong law of large numbers). If X, Xo,... are i.i.d., then

X1+ + X,
n

—

almost surely.
Recall that for a sequence of sets A, As, ..., we define limsup;_,, A; = (-, U5, 4;.
Theorem (Borel-Cantelli lemma).

1. If 32 P(Aj) < oo, then P(limsup,_,,, A;) = 0.

2. If 3 P(Aj) = oo and the Aj are independent, then P(limsup;_,., A;) = 1.
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Proof of 1. This is clear because the tail of a convergent sum goes to 0. O

Proof of 2. For any m,
c ¢ 1ndependence d
P(A;, NAL N> | | =0

because > o2 P(Ay) = o0o. Then Ay, U Appqq U+ happens almost surely, i.e. P(IU,2,, An) =1,

so that

n=m

o(f @An)zl. |

m=1n=m

Theorem (Kolmogorov 0-1 Law). Let Xy, Xo, ... be random variables. Define the o-algebras
fl :O'(Xl) g1 :O'(XQ,Xg,...)
.7:2 :O'(Xl,Xg) gg :O'(Xg,X4,...)
Then F1 € Fo C --- and Gy 2 Ga D ---, but the limit Fo = |J,—, Fn is only an algebra, not

necessarily a o-algebra. However, the limit T =\, Gy is a o-algebra.
If A is measurable with respect to T, then either P(A) =0 or P(A) =

Lemma. Suppose that F° is an algebra, and F is the o-algebra generated by F°. Then for every
A € F and every € > 0, there is some B € F° such that P(A A B) < e.

Proof of lemma. It will suffice to show that the collection G of sets A which have this property is a
o-algebra. Trivially, we have that F0 C G. If A € G, then A¢ € G because P(A A B) < e implies
that P(A° A B¢) < ¢, and B¢ € F° because B € FV.

Now we need to show that if Ay, Ag,... € G, then |2, 4, € G.
First approach (from class): Choose Bj € F° such that P(A4; A B;j) < . We know that

if N is large enough, and

7j=1 7=1
SO
N N
P<UA]-A UBJ> < 2,
j=1 j=1
and hence

proving the lemma.
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Second approach (not from class): Let C'=J77; A, € G. Let € > 0, and choose an m such that

P(JQ Aj> > P(C) — %

For j =1,...,m, choose B; € F° such that P(A4; A B;) < ¢/27"1. Let B = Uj~; Bj, and note that

CABC <JQAJ- AB]) U <C\]QAJ->,

so that P(C'A B) < ¢, and hence C' = JiL; A; € G. O
Proof of Kolmogorov. We want to show that if A € 7, then P(A) =0 or P(A4) = 1.

For any € > 0, choose a B, € |J;2, F; (remember, this is only an algebra) such that P(A A Be) < e.
Then B, € F,, for some n; recall that A € G, for every n, and F,, and G,, are independent. Therefore,
P(AN B.) = P(A)P(B.). Also note that

P(ANB,) > P(A) — P(AA B.) > P(A) —e.

Thus, as € — 0,
P(ANB.) = P(A)P(B.)

! !

P(A) = P(A)P(A)
hence P(A) = P(A)?, hence P(A) =0 or P(A) = 1. O

Definition. We define the Fourier transform of a function g to be

The inverse Fourier transform is

o@) =5 [ €= gla)da,

:% .

Definition. We say that g is a Schwartz function when g is C*, and all of the derivatives g\9)(x)
tend to 0 as © — oo faster than any polynomial.

It turns out that if g is Schwartz, then g is Schwartz.
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Lecture 18 (2012-12-04)
Today, we’ll prove the Central Limit Theorem.
Let g be a Schwartz function, and let g be its Fourier transform, i.e.

gly) = / e g(x) dx.

—00

Recall that the inverse Fourier transform can be obtained as

a(v) 1/wawmm¢n

The function e**/2 acts (almost) as an identity:
W/T/Q — \V2re V2,

We will also need the fact that

[ 1= [ 1@ [ gayar= [ o) [ @ dedy= [ oF
—_—
F
Definition. The characteristic function ¢ of X is defined by p(t) = E(e!X?)
complex-valued function.

. In general, this is a

Observe that ¢(0) = 1, and that for any ¢, we have |¢(t)| < 1. Also, ¢ is continuous because the
dominated convergence theorem implies that

. 1 1 Xsy _

lim p(s) = lim E(e"*) = ¢(?).
If X has density f, then

o(t) = [ e f(a)do = Fi-)

It turns out that if X and Y have the same characteristic function, then they have the same
distribution. To prove this, we need some sort of ‘“‘inversion” (when X and Y have densities, we
could apply actual Fourier inversion, but we need something that works in general). If X;,..., X,
are independent random variables, then

Py (8) = B30t = BNt Xt = oy (1) - i, (1)
independence

If X has a normal distribution with mean 0 and variance 1, then

. ]_ 2 2
(p(t) — /ez:vt e /2 dr = et /2
o

. 2 _ _+\2 _ 42
because e¢@te2"/2 = o= (@=1)%/2o—t°/2,

For a random variable X and any a, b,

Pax+b = €Mpx (at),

2 t,—a?t?/2

so the characteristic function of a normal distribution with mean p and variance o° is e'*e

If E(]X]) < oo, then ¢/(0) = iE(X). More generally, if the higher moments of X are finite, i.e. if
we have E(|X|F) < oo for some k, then ¢@)(0) = ¥/ E(X7) for all 1 < j < k.
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Lemma. Let Xq,...,X, be i.i.d. random variables, with mean p and variance 0. Let

_Xit e+ Xy —np

Yo =

a°n

Then @y, (t) — e /2 (the normal distribution) as n — co.
Proof. We can write
e(t) =1+ ¢'(0)t + %@"(O)tz + &t?,
where ¢, — 0 as t — 0. We can assume WLOG that 4 =0 and o = 1, so we get

2

t
plt) =1— 5+ et?.

= ()

Jim gy, (1) = lim (1 —o- 6t/\/ﬁn> = (1 — o+ n) :

where 6, — 0 as n — oo (because €,/ 5 — 0 as n — oo). Taking logarithms,

We have that

SO

. . 2 5y,
lim log(epy, () = lim nlog (1 -5+ )

2n  n
S
where p, — 0 as n — 00, so ,
T log(py, (1) =~
and hence oy, () = e /2. O
Theorem (Central limit theorem). Let Xi,...,X,, be i.i.d. random variables with mean p and

variance o2. Then

X1+ + X, — 1
lim P <a < Lot A pn < b) = e T2 d.
n— 00 0'\/7; 21 Ja

Proof. We need to prove that if u, is a sequence of distributions with ¢, (t) — e=t/ 2 then
i — _L b —a?/2

nh_}noloun([a,b]) = \/ﬂfa e dzx.

Our approach will be to approximate x[, 3 with Schwartz functions. We can find a Schwartz function

g=gewith0<g<1,g(x)=1on [a,b], and g(x) =0 on (—oo,a — €) U (b + ¢,00). We claim that

iy [ o(o) dus (o) = 7= [ gta)e"

n—o0

Note that, if this is true, then as € — 0, we get

b
tin([a,b]) = jﬂ / e~2 dy
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as desired. Now, we need to prove this claim.

/_ Z ) dpin (2 / o / y) dy dpin(z)

where g(y) = [ e~ g(x) dz, so

" s@ it = 5 [ ([ e o)) sty = 5 [ entwrat) an

—00

Observe that

Taking the limit as n — oo,

. o 1 2 /0
[ g@)duno) = 5 [ 50)dy
Now use that [ fg= [ fg and e¥*/2 = \/2meV?/2, ]

Let X be a random variable with characteristic function ¢ and distribution p. We want to express
© in terms of p somehow. We claim that

1 T e—iya_e—iyb
)= lim — [ S "% " oy)d
) = Jim 5 [ ot dy

as long as a, b are points where F' (the distribution function) is continuous, or equivalently, as long
as a, b are not atoms for the measure u. The integrand in the above expression can tend to both
—oo and oo, so the integral over all of R may not exist, but this limit will exist because there will
be cancellations. The denominator of iy doesn’t lead to infinite values, because

e—iya _ e—iyb 6—iya _ e—iyb
’@(y) . < . <b—a.
Yy Yy
Proof. Note that
1 T e—iya _ e—iyb 1 T —iya _ —zyb oo
| ———eWdy=o- | —— / e du(z) dy
o Jr iy .

et (x—a) _ et y(z—0b)
/ / dy du()

T _icx cT s
/ e. dr — 2/ sin(x) de
_7p ix 0 x

(we can see this by splitting the exponential into sine and cosine). Also, recall that

For any ¢ > 0,

[ 520) _7
T—o00 0 X 2

Thus, if x — a and x — b have the same sign, then

T eiy(x—a) _ eiy(x—b)

lim - dy =0,
T—o0 -T Zy
and if z —a >0 and z — b < 0, we get that it equals 4 - § = 2. O
Last edited Math 312 - Analysis 1 Page 67

2012-12-08 Lecture 18



	Lecture 1 (2012-10-02)
	Lecture 2 (2012-10-04)
	Lecture 3 (2012-10-09)
	Lecture 4 (2012-10-11)
	Lecture 5 (2012-10-16)
	Lecture 6 (2012-10-18)
	Lecture 7 (2012-10-23)
	Lecture 8 (2012-10-25)
	Lecture 9 (2012-10-30)
	Lecture 10 (2012-11-01)
	Lecture 11 (2012-11-06)
	Lecture 12 (2012-11-08)
	Lecture 13 (2012-11-13)
	Lecture 14 (2012-11-15)
	Lecture 15 (2012-11-20)
	Lecture 16 (2012-11-27)
	Lecture 17 (2012-11-29)
	Lecture 18 (2012-12-04)

